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Abstract

Model transformation is a central concept in model-driven development approaches, as it provides a mechanism for automating the manipulation of models. In this document we survey and classify existing model transformation technology. The classification differentiates between the problem space, i.e. characteristics of the problem to be solved by model transformation technology, and the mechanism, i.e. characteristics of the model transformation language. We show typical usage scenarios for model transformations and identify characteristics of the problems that can be solved with the help of model transformations. We synthesize a unifying classification scheme for model transformation languages based on several existing classification schemes. We introduce a selection of model transformation tools available today and compare them using our classification scheme.
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1 Introduction

In model-driven development a series of models is created, refined and main-
tained. Models are the primary artifacts of the development and contain infor-
mation that supports the various stages of the development process. Models can
capture information of different lifecycle stages and development activities, such
as requirements, design, implementation, testing, quality analysis, simulation,
verification. In addition, models can represent different views of the system and
represent the system on different levels of abstraction.

Model transformations provide a mechanism for automatically creating or
updating target models based on information contained in existing source mod-
els, e.g. the creation of code from a design model or the translation of a UML
Class Diagram into an Entity Relationship Diagram. The automatic creation
of models through model transformations provides a mechanism for the system-
atic reuse of information. Assuming that the model transformation is correctly
defined, it can be used to ensure consistency between different models.

1.1 Related Fields

The theoretical foundations of model transformation are rewrite systems and
semi-Thue systems [16] from theoretical computer science. The practical foun-
dations of model transformation techniques are laid by compiler construction
[1]. Compilers translate programs written in a higher programming language
(such as C++) to assembly language or representations that are close to the
executable instructions of the processor. Model transformations solve a wider
range of problems, including integration, analysis and simulation. Thus model
transformation techniques are more universally applicable than a compiler. A
compiler can even be viewed as a special application of a model transformation.
Many of the techniques used in model transformation have a corresponding
technique in compiler construction, with a slightly different name. For example
the metamodel of model transformation corresponds to a grammar in compiler
construction. Compilers typically have a pipeline architecture of lexical analy-
sis, syntax analysis, semantic analysis, intermediate code generation and code
generation. The same steps are performed by a model transformation engine.

There is a high level of automation in compiler construction. There are
several specific tools to support each phase of compiler construction, such as
a parser generator, scanner generator and code generator. An example is the
special-purpose language Lex/YACC that is used for create parsers. Compiler
generators create a compiler based on a specification and are comparable to a
higher-order model transformation.

The research field of program transformation is related to model transfor-
mation, as it also uses techniques from compiler construction [58]. Program
transformations are usually applied for analysis or optimization of certain qual-
ity attributes. Program transformations are typically unidirectional and are
based on mathematically oriented concepts such as term rewriting, functional
programming and attributed grammars. Refactoring is a well known program
transformation technique used to improve the maintainability of source code
without changing its behavior [23].

Generative programming is a software engineering paradigm based on de-
scribing software system families. Given a particular requirements specification,
a highly customized and optimized product can be automatically manufactured on demand from elementary, reusable implementation components by means of configuration knowledge [20]. Generative programming is closely related to model-driven development.

1.2 Overview of this Document

This document is structured as follows. In chapter 2 we define model transformation and introduce the terminology we use in this document. In chapter 3 we describe typical scenarios for the application of model transformations and provide examples. We proceed to identify the significant characteristics of problems that can be solved by model transformation and classify them in chapter 4. In chapter 5 we identify the properties of model transformation languages. These properties can be used to classify existing approaches and discuss a specific subsets of approaches. We introduce some state-of-the-art tools for model transformation in chapter 6 and use the classification scheme developed in chapter 5 to compare them. We conclude this report in chapter 7 with a discussion of the advantages and disadvantages of model transformations.

2 Terminology

2.1 Definition of Model Transformation

Model transformation is a young field and there are several competing, yet partly overlapping definitions of the terms.

Tratt [55] defines model transformation very widely as "a program that mutates one model into another". The Object Management Group (OMG), an industry association for standardization within software engineering, defines model transformation in the context of the model-driven architecture (MDA) as "the process of converting a model into another model of the same system" [42]. Kleppe et al. [32] define model transformation as the "automatic generation of a target model from a source model, according to a transformation description".

Mens et al. [39] extend this definition by also allowing several models as input or output and define model transformation as the "automatic generation of one or multiple target models from one or multiple source models, according to a transformation description". This is the definition we will use in this document. Figure 1 illustrates the components of a model transformation.

2.2 Auxiliary Terminology

Model: A model is a simplified representation of a system that helps to gain a better understanding of the system [50, 7]. Models are often expressed in dedicated domain-specific languages or general purpose modeling languages such as UML [49]. Models are often represented graphically, but do not need to be.

Metamodel: A metamodel of a model X describes the structure that model X must follow to be valid. A metamodel can be compared to a grammar in language design. Precisely defined metamodels are a prerequisite for
model transformations [40]. Figure 2 illustrates the metalevels of a model transformation.

Metametamodel: A metametamodel of model X is the metamodel used to describe the metamodel of model X [22]. It can be compared to the grammar of the language that is used to describe the grammar of the language X (e.g. EBNF). Standards and well established frameworks for metametamodels exist, such as MOF or Ecore. MOF is a standard for defining metamodels that is defined by the OMG [45]. MOF comes in two versions: Complete MOF (CMOF) and Essential MOF (EMOF). A commonly used implementation of EMOF is Ecore, defined by the Eclipse Modeling Framework (EMF) [52].

Model Transformation Paradigm/Approach: A model transformation paradigm or approach is the design principle on which the model transformation language is built, e.g. imperative, operational, functional, declarative or relational.

Model Transformation Language: A model transformation language is a vocabulary and a grammar with well-defined semantics for performing model transformations. The language is based on a certain model transformation paradigm.

Model Transformation Description: A model transformation description expresses how one or more source models are transformed into one or more target models. It is written in a model transformation language. If the language of a transformation description is rule-based, the transformation description is a set of model transformation rules [33]. A model transformation description is sometimes also called model transformation definition, model transformation code or model transformation program.

Model Transformation Rule: A model transformation rule in a description is the smallest entity within a model transformation. It describes how a fragment of the source model can be transformed into a fragment of the target model [33]. A rule contains a source pattern and a target pattern. For each occurrence of the source pattern in the source model, a target pattern is created in the target model. In the context of graph
transformation the source pattern is also called the *left-hand side (LHS)* and the target pattern is called *right-hand-side (RHS)*.

**Model Transformation Engine/Tool:** A model transformation engine or tool executes or interprets the *model transformation description*. It applies the *model transformation description* on the *source model* to produce the *target model*. Transformation engines are also called *rewrite engines*. Examples for model transformation engines are SmartQVT (cf. section 6.4) or ATL (cf. section 6.2). For executing a model transformation an engine/tool typically needs to perform the following steps [55].

- identify elements in the source model that need to be transformed
- for each of the identified elements produce the associated target elements
- produce tracing information that links the source and target elements affected by this rule

**Source Model:** In the context of a model transformation, a model can take on the role of a source model, if it is an input to the transformation. The source model conforms to the source metamodel. One or more source models are the input of a model transformation.

**Target Model:** In the context of a model transformation, a model can take on the role of a target model, if it is an output of the transformation. The target model conforms to the target metamodel. A model transformation can have one or more target models. The term target model is only used for transformations that are model-to-model transformations.

**Transformation Models:** The transformation description can be represented using a model [6]. This allows the transformation model to be the source model or target model of another model transformation. Figure 2 illustrates a transformation model and its relation to elements on other metalevels.

**Higher-order Transformation (HOT):** A model transformation description having a transformation model as source or target model [54].

**Model Driven Architecture (MDA):** Standard [44] for Model-driven development by the Object Management Group (OMG), where *Platform Independent Models* (see below) are transformed to *Platform Specific Models* (see below).

**Platform Independent Model (PIM):** A PIM is a part of the standard for the *Model-driven Architecture* (MDA). PIM is a role that a model can take, where the model does not contain information about the platform used. Note that the term platform is not very concise. Note also that a model can be independent of one platform and dependent on another platform at the same time [44].

**Platform Specific Model (PSM):** A PSM is a part of the standard for the *Model-driven Architecture* (MDA). PSM is a role that a model can take, where the model does contain information about the platform used.
Technical Space: The term technical space or technological space is the technology used to represent models [37, 8]. The technology includes file formats, data structures, parsers, and facilities to manipulate the data. Examples for technical spaces are XML (Extensible Markup Language) [13], XMI (XML for Metadata Interchange) [46] or EMF (Eclipse Modeling Framework) [52].

![Figure 2: The metalevels of a model transformation.](image)

### 3 Typical Uses of Model Transformation

Model transformations can be used for various tasks in model-driven development, e.g. for modifying, creating, adapting, merging, weaving or filtering models. The reuse of information captured in models is common to all of these tasks. Instead of creating artifacts from scratch, model transformations enable the use of information that was once captured as a model and build on it. In this chapter we will look at some specific use cases for model transformation throughout the development process.

Model transformations can be used in different phases of the development process. The V-model development process [56] is depicted in figure 3. The left leg of the V depicts the process of creating a solution by incremental refinement. This refinement starts with the requirements elicited from the user, proceeds with the development of a concept and design until an implementation is created. The right leg of the V depicts verification and validation.

In the following sections we study how model transformations can be used to support the different development tasks in the V-model. In figure 3 the use of model transformations is depicted by an arrow.
Figure 3: The V-model development process depicted as a grey V, the artifacts produced during this process are depicted by black circles. The use of model transformation the different development tasks is depicted by an arrow.

3.1 Synthesis

A transformation for synthesis is a refinement that adds details to the model. Source and target models can have the same metamodel or different ones. The level of detail is increased and it usually involves moving from a higher abstraction level to a lower one. In figure 3 synthesis can cover any stretch on the left leg of the V-cycle. Usually there is a chain of several model-to-model transformations and a final model-to-code transformation. Code generation is a special case of a synthesis transformation, where source code is produced from models of a higher level of abstraction. A synthesis transformation can refine a model in several ways: decomposition of concepts of a higher level, choice of algorithm, specialization of abstractions for a certain usage context and concretization [20].

3.2 Integration

3.2.1 Tool Integration

A number of different development tools are available to create, manipulate, analyze and simulate models. The models created are usually tool-specific, i.e. each tool expects a model that corresponds to a different metamodel and uses different technical spaces for representation. This is the reason why it is not always possible for these tools to exchange data, hampering tool interoperability. Tool integration technology bridges the semantic and syntactic gaps between different metamodels and their tools. In a tool integration context, model transformations can be used to translate between two different metamodels or to keep two models synchronized and consistent. Model transformations can be used to establish a mapping between the metamodels of the different tools, allowing a translation between valid instances of the metamodels.

3.2.2 Model Merging

Information from two or more models might need to be merged into a common model. In the simplest case, all involved models correspond to the same metamodel. Even merging models corresponding to different metamodels is possible. Model merging is used in aspect oriented modeling [24] or model weaving [5].
3.3 Analysis, Simulation and Optimization

Model transformations can support simple and more complex analysis activities. Simple analysis can be performed by the transformation, such as model metric calculation. An example is the computation of a metric for similarity [17], which uses a model transformation written in ATL. More complex analysis or simulations can be supported by model transformation as well, by tool integration of external analysis technology. In the latter approach, input models for external analysis tools are created, as shown for example in [9, 10].

Optimization transformations are usually endogenous transformations, which focus on improving one or several non-functional properties. For example optimizations performed by a compiler are usually targeted towards performance enhancements. The optimization of models can focus on different properties such as evolvability, dependability or modularity. A refactoring is an example of an optimization transformation; it improves maintainability, evolvability and understandability.

4 Classification Scheme for Model Transformation Problems

In earlier research mainly tools and languages for model transformation have been classified and evaluated. Model transformation languages have been classified by Czarnecki et al. [15] and by Mens et al. [39]. Different model transformation tools have been evaluated by Huber [27]. The study concluded that no model transformation tool is absolutely better than another one. Instead a suitable model transformation tool exists for almost every kind of model transformation problem. This is why we propose a classification scheme for model transformation problems.

In this document we define the term model transformation problem as a problem that we would like to solve using a model transformation. A model transformation problem is a specific instance of the typical scenarios for model transformation described in section 3.

In the following we identify the characteristic properties of model transformation problems forming a classification. Such a classification can be helpful when deciding which model transformation language and engine is suited for solving the problem. This is useful as a large number of different alternative model transformation languages and engines is available. We have identified the following properties of model transformation problems:

- Change of Abstraction
- Change of Metamodels
- Supported Technical Spaces
- Supported Number of Models
- Supported Target Type
- Preservation of Properties
4.1 Change of Abstraction

Model transformations can change the level of abstraction between source and target model. The level of abstraction is a measure of the amount of details in a model. Model transformations either introduce new detail, reduce the amount of detail or leave it unchanged. This property is independent of the change in the metamodel (c.f. section 4.2); source and target metamodel can be the same or different.

- A **vertical transformation** changes the level of abstraction. The level of abstraction can be increased by a refinement transformation or it can be decreased by an abstraction transformation.
  - A **refinement transformation** produces the target model by adding details to the source model. A change in the metamodel might be necessary for this step. In the MDA, this type of model transformation is used to transform a platform independent model into a platform specific model.
  - An **abstraction transformation** produces the target model by reducing the amount of detail.

- A **horizontal transformation** changes the representation of the model and does not change the level of abstraction of the model. Examples are pretty-printing, improving the graphical layout, refactoring, and translating the model to a similar metamodel. Translation transformations produce the target model by expressing the same information found in the source model in a different metamodel, where the degree of detail remains the same.

4.2 Change of Metamodels

We can differentiate whether source and target metamodels are the same or different [39].

- The source and target metamodels of **endogenous transformations** are the same. When producing the target model, the transformation usually also changes only a specific part of the source model, to the largest extent source and target model are the same. This type of transformation is also called **rephrasing transformation** [57].

- **Exogenous transformations** map concepts between different metamodels. This type of transformation is also called **translation transformation** [57].

4.3 Supported Technical Spaces

Models are represented using different **technical spaces** [8]. The technical space of the models limits the set of transformation engines that can be used. Crossing the boundaries of technical spaces is not supported by all transformation tools.

4.4 Supported Number of Models

A model transformation can have several source models and several target models [39].
• The minimum number of models involved is one, where source and target model are the same. In this case the target model is created by modifying specific parts in the existing source model. The transformation assumes that source and target model are identical, except for the parts mentioned in the transformation description. The transformation is called in-place transformation.

• Most transformations involve two models, with distinct source and target models. The transformation assumes that the target model is empty and if it contains information, the information is overwritten. After execution of the transformation, the target model only contains information that is explicitly generated.

• A transformation can involve several source models and combine the information found in them into the target model. A transformation can also produce several target models, which often - but not necessarily - reference each other.

4.5 Supported Target Type

We can distinguish model transformations with respect to the type of the target. The target can be model or text.

• Model-to-model transformations create elements of the target model. Elements in the source model are mapped to elements in the target model.

• Model-to-text transformations create arbitrary text. Elements in the source model map to arbitrary fragment of text. Since the text lacks structure, model-to-text transformations are much harder to analyze. If the text produced by the transformation is source code, the transformation is also called model-to-code transformation or code transformation.

4.6 Preservation of Properties

Transformations can be built in such a way that source model and target model have a common property, which is not changed by the transformation [39].

4.6.1 Semantics-preserving

If the source and target metamodels are similar, a mapping can be found that is semantics preserving, i.e. the meaning of the two models is the same, even though it is represented in a different technical space or using a different abstract syntax.

Semantics-preserving program transformations are defined as changing the way computations are performed without changing the values computed [61]. Examples of semantics-preserving transformations are performance improvements or refactorings. In both cases the transformation does not change the outcome of the computation, but improves quality attributes. In the case of performance improvements the required resources and the time to output are reduced, thereby improving execution time and performance. Refactoring is the process of changing the internal structure of a model without simultaneously
changing the externally observable behavior or functionality of the corre-
responding program. Refactoring transformations are semantics-preserving, since they
do not change the meaning of the model, but improve the structure and quality
of the model.

If source and target metamodels contain fundamentally different assump-
tions, it might be difficult to completely preserve the semantics. A model
transformation can approximate a preservation of the meaning of the model.
Approximation can preserve the essential properties of the model. An example
is the mapping from a complex state machine to a simplified state machine or the
mapping between a nonlinear mathematical function and a linear mathematical
function.

4.6.2 Behavior-preserving

A transformation is behavior-preserving if the explicit or implicit constraints of
the behavior in the source model remain fulfilled in the target model after the
transformation has been executed. An example is a transformation from a model
to code, where the code produces output values that are slightly different from
those predicted by the corresponding simulation of the model. Even though the
transformation from model to code is not semantics-preserving, it is behavior-
preserving.

4.6.3 Syntax-preserving

A syntax preserving transformation is usually an endogenous horizontal trans-
formation that does not change the abstract syntax of the model. An example
is a transformation for improving the graphical layout which preserves the ab-
stract syntax but changes the concrete syntax, e.g. by placing graphical model
elements in a new layout on the drawing canvas.

5 Classification Scheme for Model Transformation Languages

In this chapter we introduce the characteristics and properties of model trans-
formation languages. The purpose of this listing is to create a classification
framework for exploring and evaluating how model transformation languages
differ from each other. Together with the problem classification introduced in
section 4, this can be used for selecting a tool with appropriate properties for
the task.

The framework proposed in this chapter is based on the classification by
Czarnecki et al. [15] and on the taxonomy by Mens et al. [39]. Mens has
applied his classification on graph transformations [41] and Koch has used the
classification for studying transformation technology for web engineering [34].

5.1 Paradigm

Model transformation languages follow different language paradigms. We intro-
duce the different paradigms in the following sections.
5.1.1 Imperative/Operational

Imperative languages specify a sequential control flow and provide means to describe how the transformation language is supposed to be executed. The constructs and language concepts of imperative model transformation languages are similar to those of general purpose programming languages such as Java or C/C++. The languages offer a high level of control to the programmer. This provides flexibility and allows for efficient implementations. The transformation is described as a sequence of actions, which is especially useful if the order of a set of transformation rules needs to be controlled explicitly [39].

5.1.2 Declarative/Relational

Declarative languages do not offer explicit control flow. Instead of how the transformation should be executed, the focus is on what should be mapped by the transformation. Declarative model transformations describe the relationship between the source and the target metamodels and this relationship can be interpreted bidirectional. For a declarative transformation between the models A and B, the transformation description can be executed in both directions: A \(\rightarrow\) B and B \(\rightarrow\) A. Graph transformation is a subcategory of declarative languages, see section 5.1.4. Declarative languages are in general compact and transformation descriptions are generally short and concise.

5.1.3 Hybrid

Hybrid transformation languages offer both imperative language constructs and declarative language constructs. They leave it up to the user whether to use imperative or declarative language constructs.

5.1.4 Graph Transformation

Graph transformation languages build on theoretical foundations of algebraic graph grammars and are a subcategory of declarative languages. Graph transformations have interesting theoretical properties and are often used in formal approaches and proofs. Models are interpreted as graphs, and graph transformations manipulate subgraphs.

Triple Graph Grammars (TGG) are a way of describing graph transformations. They have rules that are specified by three graphs:

- Left-hand side graph: subgraph of the source graph
- Right-hand side graph: subgraph of the target graph
- Correspondence graph: describes the mapping between elements of the left-hand side graph and elements of the right-hand side graph.

The left-hand side describes the precondition for the application of the rule, the right-hand side describes the postcondition of the rule.

5.1.5 Template-Based

Template-based languages are used for model-to-text transformations. Templates contain fragments of the target text and a metaprogram that can access
the source model. Usually template-based languages are combined with the visitor pattern [25] to traverse the internal structure of a model.

### 5.1.6 Direct Manipulation

General purpose programming languages can be used to implement model transformations. Libraries to read and write model data can be used. As an advantage, programmers do not need to learn a new language. On the other side, the implementations tend to become large and unmaintainable.

### 5.2 Rule Application Control

Transformation languages offer different mechanisms for determining when and where a transformation rule is applied.

- **Implicit** control does not allow specifying direct control of the order of rule application.
- **Explicit** control specifies the execution order together with the rules.
- **External** control specifies the order separately from the rules.
- **Rule application scoping** restricts the transformation to affect only parts of the model. The restriction can be either on the source model or on the target model.

### 5.3 Rule Scheduling

*Rule scheduling* determines the order of rule application.

- **Rule Selection** controls when a rule is applied. Rule selection can be either deterministic (interactive, explicit, control resolution) or non-deterministic.
- **Rule Iteration** uses recursion, looping or fixpoint operation.
- **Phasing** determines that in a certain phase only certain rules can be executed.

### 5.4 Rule Organization

Large model transformations contain a number of rules that need to be organized. Model transformation languages offer different ways to group, compose and reuse rules. Rules can be grouped according to the source model, the target model or independently. Different techniques for modularizing rules exist, e.g. [38].

It is desirable to reuse transformations and transformation rules, due to the potential efficiency and quality improvements. One way of reuse is composition of simple rules to build more complex rules [26, 60, 14].

- Transformations can be composed *internally*. Composition needs to be supported by the transformation language.
- Transformations can be composed *externally*. Composition of transformations of different languages can be combined.
5.5 Traceability

A trace may be produced as a side effect of the transformation. It provides a log of the execution of the transformation. It maps elements of the source model that were matched by a transformation rule to the elements of the target model that were produced by the transformation rule. Tracing functionality can be built-in into the tool, or it can be implemented as part of the transformation description.

The traces can be stored in the source model, in the target model or in a separate place. Traces can be captured as separate models, i.e. trace models, corresponding to a trace metamodel. The model transformation language QVT (see section 6.3) defines such a trace metamodel. Traces can be used as a basis for synchronization or incremental execution of model transformations.

5.6 Directionality

Transformations are used for mapping source models to target models. Transformation languages allow interpreting the mapping unidirectionally or multidirectionally.

- **Unidirectional** languages allow a mapping from source to target model.
- **Multidirectional** languages allow an interpretation of the rule in several directions. The same rule can be applied from source to target and from target to source. If a single source and a single target model are used, the mapping is called bidirectional.

5.7 Incremental Model Transformation

When a source model is changed and a transformation has previously generated a corresponding target model, some model transformation engines allow incremental updates of the target model. That way, the target model does not need to be regenerated completely, but just the part affected by the change. This is especially relevant if large models are involved.

Tratt differentiates in [55] between statefull and persistent transformations.

- **Non-incremental or statefull** transitions regenerate the complete model, incremental updates are not possible.
- **Incremental or persistent** transformations on the other hand allow updates in the source model and propagate the changes to the target model.

Traces can be used as a foundation for realizing incremental model transformations. Note that in-place transformations (c.f. section 4.4) are inherently incremental. An incremental model transformation can be incremental regarding the source or the target model.

- A **target-incremental** model transformation updates the target without rebuilding complete target.
- A **source-incremental** model transformation minimizes the number of source-elements that need to be rechecked on an incremental model transformation.
Another aspect of incremental model transformation is the preservation of user edits in the target model. Manual additions made by the user in the target model are preserved even when the target is regenerated.

5.8 Representation of the Transformation
Model transformations can be represented as text or as a model. If model transformations are models [6], it is possible to use model transformations to manipulate other model transformations, so called higher-order transformations.

6 Model Transformation Languages, Tools and Standards

In this section we briefly introduce different model transformation languages and tools.

6.1 EMF Henshin

The transformation description is a transformation model consisting of a left-hand-side graph, a right-hand-side and a list of correspondence mappings. The graph nodes are model element instances of the source metamodel and the target metamodel, respectively. It is thus possible to create higher-order transformations with EMF Henshin. There is no built-in support for creating traces, no support for multi-directionality or incremental model transformation.

6.2 ATL

The ATLAS Transformation Language (ATL) [29] is a hybrid model-to-model transformation language. ATL supports both declarative and imperative constructs. The preferred style is declarative, which allows a cleaner and simpler implementation for simple mappings. However, imperative constructs are provided so that some mappings that are too complex to be handled declaratively can still be specified. An ATL transformation program is composed of rules that describe how to create and initialize the elements of the target models. The language is specified both as a metamodel and as a textual concrete syntax. ATL is integrated in the Eclipse development environment and can handle models based on EMF. ATL also provides support for models using EMF-based UML profiles.

ATL-code is compiled and then executed by the ATL transformation engine. ATL supports only unidirectional transformations. ATL offers dedicated support for tracing. The order of the rule execution is determined automatically, with the exception of lazy rules, which need to be called explicitly. Helper functions provide imperative constructs. ATL does not support incremental model transformation, so a complete source model is read and complete target model is created. Manual changes in the target model are not preserved. ATL supports
a mode for in-place transformation, called the refining mode. It has limitations and cannot be used in combination with certain constructs, e.g., with lazy rules.

6.3 Query/View/Transformation (QVT)

Query/View/Transformation (QVT) is a standardized language for model transformation [47, 36] established by the Object Management Group (OMG). QVT uses the Object Constraint Language (OCL) [48], Meta Object Facility (MOF) [45] and is aligned with the Model Driven Architecture (MDA) [44].

QVT defines three languages for model-to-model transformations. QVT defines both a textual concrete syntax and a XMI-based metamodel for creating model representations of QVT transformations. QVT has a blackbox mechanism that allows calling external code from within the transformation. For the tool implementation of each of the three languages QVT defines four conformance classes for interoperability: syntax executable (ability to execute QVT in the concrete syntax), XMI executable (ability to execute QVT in a serialized XMI model), syntax exportable (ability to export QVT into the concrete syntax), XMI exportable (ability to export QVT into a serialized XMI model).

QVT defines three transformation languages:

- **QVT Relational** is a high-level declarative transformation language. Both a graphical and a textual syntax are defined for QVT. The language supports the specification of bidirectional transformations. When a bidirectional transformation is executed, the execution direction needs to be specified. A transformation is specified as a set of relations between the source and target metamodel that must hold true. This transformation can be used to check two models for consistency, to enforce consistency by modifying the target model, to synchronize two models and for in-place transformations. It supports complex pattern matching using OCL. Trace models are created implicitly. The semantics is defined by a mapping to QVT Core.

- **QVT Core** is a simple, low-level declarative model transformation language. It serves as a foundation for QVT Relational and is equally expressive. It supports pattern matching over a flat set of variables, where the variables of source, target and trace models are treated symmetrically. Trace models must be defined explicitly.

- **QVT Operational** is an imperative model transformation language that extends QVT Relational with imperative constructs. The transformations are unidirectional. It uses implicit trace models.

Model transformation engines that are conform to the QVT standard include, for example SmartQVT (cf. section 6.4) and ModelMorf (cf. section 6.5).

6.4 SmartQVT

SmartQVT [2] is an implementation of a transformation engine for Operational QVT. It is an imperative language for model-to-model transformation for EMF-based models. The transformation description is compiled into Java code and supports the QVT blackbox mechanism to call external code.
It offers built-in tracing support, in addition it offers reflection to access tracing information, such as the target object corresponding to a source object or the source object corresponding to a target object. There is support for control parameters and higher order rules.

Incremental model transformation is not supported, as the complete source model is read and the complete target model is created. There is currently no support for multi-directionality.

6.5 ModelMorf

ModelMorf [53] is an implementation of the OMG standard QVT Relational. It is a declarative model-to-model transformation. It supports multi-directionality, so the same rule can be used to map in both directions. It supports target-incremental model transformation (called change propagation semantics), so if the source model changes only the changed part of the model is transformed. It provides built-in functionality to create traces. It is possible to create in-place transformations. Furthermore, it is possible to compose model transformations to build and extend complex transformations from simpler ones.

There is currently no support for aspect-orientation, reflection or source-incremental model transformation.

6.6 OpenArchitectecWare (OAW)

OAW [18] integrates a number of tools for model transformations into a coherent framework. OAW provides a workflow specification language and the transformation language Xpand. The workflow language is used to control the transformation process and to specify the sequence of transformations between the different models. The Xpand transformation language is a template-based, imperative language for model-to-text transformations. OAW is distributed as a plugin of the Eclipse platform and is able to handle EMF models (Eclipse Modeling Framework).

6.7 Kermeta

Kermeta [21, 43] is a general purpose modeling and imperative programming language, also able to perform transformations. It offers EMF-based metamodeling, constraints, checks, transformation and behavior support.

Models and metamodels need to be explicitly loaded and stored. Target elements need to be explicitly instantiated and added to the target model, which requires more code. Rule application control and rule scheduling needs to be specified explicitly by the user.

Kermeta supports reflection, exception handling and aspect-orientation. There is no built-in support for traceability and multi-directionality. Incremental model transformation is not supported, so the complete source model is read and complete target model is created when the transformation is executed.

6.8 ETL

The Epsilon Transformation Language (ETL) [35] is a hybrid model-to-model transformation language. It is part of the Epsilon model management infras-
structure. It can handle several source and several target models. It offers rule scheduling functionality: lazy rules are only executed, when they are explicitly called, guarded rules are only executed if their guard evaluates to true, greedy rules are executed whenever possible. Rules can be reused and extended through rule inheritance. External code can be executed from within the transformation rule.

6.9 XML Stylesheet Language Transformations (XSLT)

XSLT [59] is a functional transformation language for manipulating XML data. Being a functional language, rules have to be called explicitly. There is no built-in traceability support and rules are strictly unidirectional. Transformations are stateful, so there is no support for incremental transformation. XSLT transformation descriptions are themselves XML documents, so higher-order transformations can be realized. Due to the fact the XSLT was initially developed to transform XML documents into HTML documents, XSLT is limited to simple transformations [4].

6.10 More...

Many more model transformation languages exist, we list some names and references here, without claiming to be complete: Moflon [3], mediniQVT [28], Textual Concrete Syntax (TCS) [30], XText [19], Tefkat [51], MOLA [31], MT, SiTra, MofLog, GreAT, GenGen, Beanbag, UMT, UMLX, ATOM, VIA-TRA, BOTL, XDE Transformations, Codagen Architect Transformations, b+m Generator Framework, Optimal Transformations, ArcStyler Transformations, MPS Transformation, Microsoft DSL Tool Transformations, Metaedit+ Transformations, AndroMDA, JET, FUUT-je, GMT, Jamda, Fujaba Transformations, TXL, Stratego.

7 Conclusion

Model transformations can be used for different tasks throughout the development process for manipulating models. Model transformation descriptions are expressed in model transformation languages.

We clarified the terminology of model transformations and showed potential usage scenarios for model transformations. We first identified some characteristics of the problems that can be solved with the help of model transformations. We then synthesized a classification scheme for model transformations from existing classifications. Several languages, tools and a standard for model transformations have been developed in recent years. We used the classification scheme to classify model transformation languages, to compare the properties the languages can offer.

The field of model transformation is an active research field, and the latest approaches could not be covered in this report. More information can be found in relevant conference proceedings and journals: International Conference on Model Transformation (ICMT), International Conference on Model Driven Engineering Languages and Systems (MODELS), Journal for Software and Systems Modeling, Journal of Systems and Software.
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