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Abstract
This paper presents preliminary results of the Brazilian Portuguese Verbnet (VerbNet.Br). This resource is being built by using other
existing Computational Lexical Resources via a semi-automatic method. We identified, automatically, 5688 verbs as candidate members
of VerbNet.Br, which are distributed in 257 classes inherited from VerbNet. These preliminary results give us some directions of future
work and, since the results were automatically generated, a manual revision of the complete resource is highly desirable.

1. Introduction
The task of building Computational Lexical Resources
(CLRs) and making them publicly available is one of
the most important tasks of Natural Language Processing
(NLP) area. CLRs are used in many other applications
in NLP, such as automatic summarization, machine trans-
lation and opinion mining. Specially, CLRs that treat the
syntactic and semantic behaviour of verbs are very impor-
tant to the tasks of information retrieval (Croch and King,
2005), semantic parser building (Shi and Mihalcea, 2005),
semantic role labeling (Swier and Stevenson, 2004), word
sense disambiguation (Girju et al., 2005), and many others.
The reason for this is that verbs contain information about
sentence roles, such as the argument position, that could be
provided by knowing the verb.
The English language has a tradition in building CLRs. The
most widely known are WordNet (Fellbaum, 1998), Prop-
Bank and its frame files (Palmer et al., 2005), FrameNet
(Baker et al., 2005) and VerbNet (Kipper, 2005). All of
these resources have information about verbs, but in a dif-
ferent way: WordNet contains deep semantic relations of
verbs, such as synonym and hyperonym; PropBank has in-
formation about verbs and their arguments with semantic
role annotation; FrameNet groups verbs according to the
scenario in which these verbs appear; and VerbNet groups
verbs according to their syntactic and semantic behaviours.
VerbNet-style follows Levin’s hypothesis (Levin, 1993), in
which verbs that share the same syntactic behaviour also
share some semantic components. As an example (from
Levin (1993)), let’s observe verbs to spray and to load (sen-
tences 1 and 2).

1. Sharon sprayed water on the plants / Sharon sprayed
the plants with water

2. The farmer loaded apples into the cart / The farmer
loaded the cart with apples

It is possible to see that the verb to spray in 1 and to load in
2 share the same syntactic behaviour (the objects changed
places) and the semantic of these verbs is related to putting
and covering something. This alternation of arguments is
called diathesis alternation. In this example, it is also possi-
ble to see that the semantic of Levin’s verb classes is super-
ficial: we can not say that the verb to spray is a synonym of

the verb to load. To fulfill this gap, VerbNet has mappings
to WordNet, which has deeper semantic relations.
Brazilian Portuguese language lacks CLRs. There are some
initiatives like WordNet.Br (Dias da Silva et al., 2008), that
is based on and aligned to WordNet. This resource is the
most complete for Brazilian Portuguese language. How-
ever, only the verb database is in an advanced stage (it
is finished, but without manual validation), currently con-
sisting of 5,860 verbs in 3,713 synsets. Other initiatives
are PropBank.Br (Duran and Aluisio, 2011), FrameNet.Br
(Salomao, 2009) and FrameCorp (Bertoldi and Chishman,
2009). The first one is based on PropBank and the second
and third are based on FrameNet.
However, none of these resources tackles the syntac-
tic/semantic interface of the verbs. Therefore, we proposed
VerbNet.Br (Scarton, 2011), which is a VerbNet for Brazil-
ian Portuguese language, directly aligned to VerbNet. This
is why we started our work from a manual step, which in-
volved manual translation of diathesis alternations of Verb-
Net from English into Portuguese (see more details in Sec-
tion 3.1).
Whereas CLRs inspired on WordNet, PropBank and
FrameNet have been built by using manual approaches
based on corpora, several approaches to build verbnets for
other languages employed completely automatic methods,
focusing on machine learning. Studies like Joanis and
Stevenson (2003), Sun et al. (2008), Sun et al. (2009),
Kipper (2005), Merlo and Stevenson (2001) and Sun and
Korhonen (2011) for English language, Merlo et al. (2002)
for Italian language, Schulte im Walde (2006) for German
language, Ferrer (2004) for Spanish language and Sun et
al. (2010) for French language focuse on machine learn-
ing. Most of these researches used information of frames
subcategorization as features for machine learning meth-
ods. Subcategorization frames provides information about
the syntactic realization of verbs as well as diathesis alter-
nations.
To build VerbNet.Br, we are considering the hypothesis that
Levin’s verb classes have a cross-linguistic potential - this
hypothesis was enunciated by Jackendoff (1990) and veri-
fied by Merlo et al. (2002) for Italian, Sun et al. (2010) for
French and Kipper (2005) for Portuguese. Using that, we
proposed a semi-automatic method to build the VerbNet.Br
by using the alignments between WordNet.Br and WordNet
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and the mappings between VerbNet and WordNet. We also
have the hypothesis that this semi-automatic method will
present better results (results with more precision) than the
completely automatic methods.
In this paper we present the current state of VerbNet.Br
project by showing a complete run in the method we have
chosen and some preliminary results. In section 2, we
present a literature review of CLRs and the relation of these
and VerbNet.Br. We also present in this section the rela-
tion of VerbNet.Br and some completely automatic meth-
ods. In section 3, we present the method to build Verb-
Net.Br. In section 4, we present preliminary results of
VerbNet.Br, using as examples the classes ”Equip-13.4.2”,
”Remove-10.1” and ”Banish-10.2” inherited automatically
from VerbNet. Finally, in section 5, we present some con-
clusions and future work.

2. Literature review
Since VerbNet.Br has been built by using VerbNet, Word-
Net and WordNet.Br, our literature review is focused on
these three resources. Moreover, we also present some
completely automatic approaches that are related to our re-
search.

2.1. WordNet
WordNet (Fellbaum, 1998) is the most used CLR. The
main semantic relation of this kind of CLR is synonymy
- synsets are based in this relation. Because of this, Word-
net is composed by four classes: nouns, adjectives, adverbs
and verbs (words from different syntactic classes are not
synonyms). The verb database contains 11,306 verbs and
13,508 synsets.
By using WordNet, wordnets to other languages has been
built. MultiWordNet (Bentivogli et al., 2002) and Eu-
roWordNet (Vossen, 2004) are large projects that aim to
build wordnets to many other languages such as Italian,
Spanish, German, French and Portuguese. WordNet.Br is
also based on WordNet.

2.2. WordNet.Br
The Brazilian Portuguese wordnet (called WordNet.Br)
(Dias da Silva et al., 2008) is based on WordNet and aligned
to it. This CLR is the most complete for Brazilian Por-
tuguese language and has the verb database finished but still
under validation. WordNet.Br used the following method:

• A linguist selected a verb in Portuguese;

• Then, he/she searched in a Portuguese-English dictio-
nary for the verb in English that best fitted in the sense
in Portuguese;

• After that, he/she searched in WordNet for the synset
that best fitted in the sense;

• Finally, the linguist decided what kind of relation
the synsets had. The options were: EQ SYNONYM
(perfect synonym), EQ NEAR SYNONYM (imper-
fect synonym), EQ HAS HYPONYM (hyponymy re-
lation) and EQ HAS HYPERNYM (hypernymy rela-
tion). These relations were defined by Vossen (2004)
in the EuroWordNet project.

Figure 1 (from Felippo and Dias da Silva (2007)) shows
an example of a synset of WordNet aligned to a synset of
WordNet.Br by using the EQ SYNONYM alignment.

Figure 1: Example of a synset alignment between WordNet
and WordNet.Br (Felippo and Dias da Silva, 2007)

As you can see in Figure 1, the other semantic relations, like
hypernymy, can be inherited by WordNet.Br from Word-
Net. This is possible because of the alignment between the
synsets.

2.3. VerbNet

VerbNet (Kipper, 2005) has syntactic and semantic infor-
mation about English verbs. It is based on Levin’s hypoth-
esis of verb classes. This CLR has mappings to PropBank,
FrameNet and WordNet.
Verb classes have a group of members, thematic roles, se-
lective restrictions, syntactic frames and semantic predi-
cates. Table 1 shows the structure of ”Equip-13.4.2”, which
is a class of VerbNet.

Equip-13.4.2
Thematic roles and Selectional restrictions:
Agent [+animate — +organization], Theme and
Recipient [+animate — +organization]
Members: charge, invest, ply, arm, equip, rearm,
redress, regale, reward, saddle, treat, armor, bur-
den, compensate, encumber, overburden, weight
Frames:
NP V NP PP Brown equipped

Jones with a camera.
Agent V Re-
cipient with
Theme

Semantic
Predicates

(1) has possession(start(E),
Agent, Theme); (2)
has possession(end(E), Recipient,
Theme); (3) transfer(during(E),
Theme); (4) cause(Agent, E)

Table 1: The structure of ”Equip-13.4.2” class of VerbNet

Each member could be mapped to one or more synsets of
WordNet, as we can see in Figure 2. The mappings are
represented by ”wn” tags.
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Figure 2: Example of the mappings between VerbNet and
WordNet

2.4. Automatic methods
Some studies grouped verbs by using machine learning
methods in large corpora. Although the method proposed
here is semi-automatic and based on other resources, we
also used some techniques of these studies and we intend
to compare the results of our method with the results of a
machine learning method.
For the English language, studies of Joanis and Stevenson
(2003), Merlo and Stevenson (2001), Kipper (2005), Sun et
al. (2008) and Sun et al. (2009) presented methods to group
verbs automatically. Especially, Kipper (2005) made exper-
iments with machine learning to improve the VerbNet. Sun
et al. (2008), Sun et al. (2009) and Joanis and Stevenson
(2003) considered the Levin’s taxonomy to put verbs into
classes.
For other languages, we can cite Sun et al. (2010) (French),
Ferrer (2004) (Spanish), Merlo et al. (2002) (Italian) and
Schulte im Walde (2006) (German). Specifically, Sun et
al. (2010) used a gold standard to compare with the ma-
chine learning results. The building of this gold standard
was quite similar to our method to build VerbNet.Br. Be-
sides that, Sun et al. (2010), Merlo et al. (2002) and Schulte
im Walde (2006) also considered the Levin’s taxonomy.
Most of these researches used subcategorization frames as
features for machine learning. In our approach, we use sub-
categorization frames too, but in a different way (see Sec-
tion 3). However, we also intend to evaluate the results of
our semi-automatic method, comparing them with the re-
sults of a completely automatic method that will use ma-
chine learning with subcategorization frames as features.

3. Building VerbNet.Br
Although Scarton (2011) reported the method developed to
build the VerbNet.Br, such paper is available only in Por-
tuguese and, for this reason, we decided to quickly describe
it here. The proposed method is composed by four stages
(Sections 3.1, 3.2, 3.3 and 3.4, respectively, present the four
stages). We based our experiments on version 3.0 of Verb-
Net and we only considered the classes defined by Levin
(1993) without the subclasses and extensions proposed by
Kipper (2005).

3.1. Stage 1: Manual translation of diathesis
alternations of VerbNet from English into
Portuguese

The Stage 1 (under development) is the direct translation of
diathesis alternations from English into Portuguese, manu-
ally. For example, Table 1 presents only one diathesis alter-
nation for the class ”Equip-13.4.2”: ”NP V NP with NP”,

that means, a noun phrase followed by a verb, followed by a
noun phrase, followed by the preposition ”with”, followed
by a noun phrase. This alternation can be directly translated
into Portuguese:”NP V NP com NP”. To do that, we just re-
placed the preposition ”with” in English for the preposition
com in Portuguese. In this step, we only consider the al-
ternations that can be directly translated. If an alternation
doesn’t occur in Portuguese or if it occurs in a different way,
it is not translated.
We decided to translate only the alternations that fits per-
fectly into Portuguese because of two reasons. The first one
is that we did not have specialized people to do this task.
The task is being developed by a native speaker of Por-
tuguese, who does not have linguistic expertise. The second
one is that we intend to identify the similarity between En-
glish and Portuguese diathesis alternations and find out how
many diathesis alternations are shared by both languages.
Besides that, we intend firstly to establish the perfect align-
ments and, after, deal with the other cases. As future work,
we intend to extend VerbNet.Br with alternations that were
not directly translated and with alternations that appear in
Portuguese, but not in English, such as phrases without sub-
ject.

3.2. Stage 2: Automatic search of diathesis
alternations of Brazilian Portuguese verbs in
corpus

The Stage 2 (finished) is the search for diathesis alterna-
tions of verbs in Portuguese in corpus. This step was carried
out by using the subcategorization frames extractor tool de-
veloped by Zanette (2010). This tool, based on Messiant
(2008) developed for the French language, uses a corpus,
tagged by PALAVRAS parser (Bick, 2005), to identify the
syntactic behaviour of verbs. In other words, the search was
for patterns like ”NP V NP”, ”NP V com NP”, etc (Zanette
et al., 2012).
The Lácio-ref (Aluı́sio et al., 2004), a Brazilian Portuguese
corpus from Lácio-Web project, was used in this stage. This
corpus has, approximately, 9 million words and it is divided
into five genres: scientific, informative, law, literary, and in-
structional. We identified 8,926 verbs and 196,130 frames.
However, these numbers also contain incorrect verbs and
incorrect frames that will be discarded by using a threshold
frequency.
For example, the verbs of class ”Equip-13.4.2” should
present in the corpus the pattern ”NP V NP com NP” as
defined in the Stage 1.

3.3. Stage 3: Automatic generation of candidate
members of VerbNet.Br by using other CLRs

The Stage 3 (finished) was the generation of candidate
members for classes of VerbNet.Br, by using the mappings
between VerbNet and WordNet and the alignments between
WordNet and WordNet.Br. Figure 3 shows how this stage
was developed: for each class in VerbNet, we searched
firstly the synsets of WordNet mapped to each verb mem-
ber, then we searched for the synsets of WordNet.Br and
thus the members of these Portuguese synsets were defined
as the candidate members. We defined 4,063 verbs as can-
didate members in 207 classes.
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Figure 3: Candidate Members definition

For the class ”Equip-13.4.2” we identified 38 candidate
members, such as dotar (to gift) and armar (to arm).

3.4. Stage 4: Selection of members of VerbNet.Br
CLRs

Finally, the Stage 4 (future work) will use all the others
together. Figure 4 shows an illustration of how this stage
will work.

Figure 4: Stage 4: putting all stages together

As may be seen in Figure 4, this stage will use all the
other stages to select the members of VerbNet.Br. For each
candidate member, we will compare the diathesis alterna-
tions identified in the Stage 2 with the diathesis alternations
translated in the Stage 1. If the candidate member presents
in the corpus (Stage 2) a certain frequency of the diathesis
alternations defined in Stage 1, it will be selected, if not, it
will be discarded. Some results of this stage, from a pilot
test, will be presented in the next section.

4. Experiments
This section contains the preliminary results of VerbNet.Br.
Since the Stages 2 and 3 are already done, we carried out
an experiment with three classes taken from the Stage 1.
The classes selected were ”Equip-13.4.2”, which is shown

in Table 1, ”Remove-10.1”, shown in Table 2, and ”Banish-
10.2”, shown in Table 3.

Remove-10.1
Thematic roles and Selectional restrictions:
Agent [+int control — +organization], Theme and
Source [+location]
Members: abolish, abstract, cull, deduct, delete,
depose, disgorge, dislodge, disengage, draw, eject,
eliminate, eradicate, excise, excommunicate, ex-
pel, extirpate, extract, extrude, lop, omit, ostra-
cize, partition, pry, reap, retract, roust, separate,
shoo, subtract, uproot, winkle, wrench, withdraw,
oust, discharge, dismiss, evict, remove, sever
Frames:
NP V NP Doug removed the

smudges.
Agent V
Theme

Semantic
Predicates

(1) cause(Agent, E) (2) loca-
tion(start(E), Theme, ?Source)
(3) not(location(end(E), Theme,
?Source))

NP V NP
PP.source

Doug removed the
smudges from the
tabletop.

Agent V
Theme +src
Source

Semantic
Predicates

(1) cause(Agent, E); (2) loca-
tion(start(E), Theme, Source);
(3) not(location(end(E), Theme,
Source))

Table 2: The structure of ”Remove-10.1” class of VerbNet

Section 4.1 presents materials and methods. Section 4.2
contains the preliminary results for the three classes cited
above.

4.1. Materials and methods
Since the Stages 2 and 3 are stored in a MySQL database,
it was easy to recover the data and to compare it. The Stage
1 is being developed in XML files, making automatic infor-
mation recovery easy too.
The subcategorization frames identified in Stage 2 needed
to be filtered out mainly because of some parsing errors like
adjuncts tagged as arguments. Therefore, the Maximum
Likelihood Estimate (MLE), used in previous work (Ferrer,
2004), was applied in this phase. The MLE is the ratio of
the frequency of a verb frame to the whole frequency of the
verb. We considered a threshold of 0,05 (the same adopted
by Ferrer (2004)).
We also needed to decide how many diathesis alternations
we would consider to select a candidate member. For these
preliminary experiments, the rate of 60% was our choice,
although we will also test other values. This was important
because some diathesis alternations defined in the Stage 1
did not occur in the corpus (the alternation could be easily
and correctly generated, but they were never used by native
speakers). The rate of 60% was chosen empirically. As
future work, we intend to vary this rate (50%, 70%, etc) and
to evaluate the impact of this rate in the overall precision
and recall.
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Banish-10.2
Thematic roles and Selectional restric-
tions: Agent [+animate — +organization],
Theme[+animate], Source [+location] and
Destination [+location — -region]
Members: banish, deport, evacuate, expel, extra-
dite, recall, remove, shanghai
Frames:
NP V NP The king banished

the general.
Agent V
Theme

Semantic
Predicates

(1) cause(Agent, E); (2) loca-
tion(start(E), Theme, ?Source); (3)
location(end(E), Theme, ?Destina-
tion)

NP V NP
PP.source

The king banished
the general from the
army.

Agent V
Theme +src
Source

Semantic
Predicates

(1) cause(Agent, E); (2) loca-
tion(start(E), Theme, Source);
(3) not(location(end(E), Theme,
Source))

NP V NP
PP.destination

The king deported
the general to the
isle.

Agent V
Theme to
Destination

Semantic
Predicates

(1) cause(Agent, E); (2) loca-
tion(start(E), Theme, ?Source); (3)
location(end(E), Theme, Destina-
tion)

Table 3: The structure of ”Banish-10.2” class of VerbNet

4.1.1. Preliminary Results
In this section we present some preliminary results of
VerbNet.Br, by using the classes ”Equip-13.4.2”, ”Banish-
10.2” and ”Remove-10.1”.

Equip-13.4.2
The class ”Equip-13.4.2” has only one syntactic frame:
”NP V NP with NP” (as shown in Table 1). In the Stage
1, this frame was directly translated into Portuguese: ”NP
V NP com NP”. Since we have only one syntactic frame,
we selected it to be the parameter to discard or to select a
candidate member.
In the Stage 3, 38 candidate members were defined for the
class ”Equip-13.4.2”. Searching in the results of Stage 2,
only 12 verbs presented the syntactic frame defined in the
Stage 1. However, only the verb dotar (to gift) presented a
threshold higher than 0,05. Therefore, the Portuguese ver-
sion of the class ”Equip-13.4.2” has one syntactic frame
(as defined above) and only one member: the verb dotar
(to gift). In order to verify if the verb dotar (to gift) was
correctly selected, we evaluated the sentences in the corpus
from which the syntactic frame was derived. Two sentences
were found:

1. A natureza dotara Aurélia com a inteligência viva e
brilhante[...] (Nature gifted Aurélia with a bright, vi-
brant intelligence.)

2. Era tão universal e inventivo, que dotou a poesia
malaia com um novo metro[...] (He was so univer-
sal and creative that he has gifted malayan poetry with
a new meter.).

The two sentences present the semantic of the class: X
gives something to Y that Y needs. However, if we go
back to the Table 1, some of the requirements are missed.
For example, the first argument needs to be an animate
Agent or an organization and in the first sentence the first
argument (A natureza - Nature) is not animate neither an
organization. This may be explained because Nature was
used in a figurative way and took the place of an animate
entity. This class is shown in Table 4.

Equip-13.4.2 - BR
Thematic roles and Selectional restrictions:
Agent [+animate — +organization], Theme and
Recipient [+animate — +organization]
Members: dotar (to gift)
Frames:
NP V NP PP Brown dotou Jones

com uma câmera.
Agent V Re-
cipient com
Theme

Semantic
Predicates

(1) has possession(start(E),
Agent, Theme); (2)
has possession(end(E), Recipient,
Theme); (3) transfer(during(E),
Theme); (4) cause(Agent, E)

Table 4: The structure of ”Equip-13.4.2” class of Verb-
Net.Br

Remove-10.1
Finally, for the class Remove-10.1, the two diathesis alter-
nations (shown in Table 2) were translated from English
into Portuguese: ”NP V NP” and ”NP V NP de NP”. To
be a member, a verb needed to present two of these syn-
tactic frames (the roof of 1.2 (0.6*2)), respecting the MLE
measure.
In Stage 3, 151 verbs were identified. Looking at the results
from Stage 2 , we found 85 verbs that present at least one
of the syntactic frames. Selecting only verbs that present
the two diathesis alternations defined for this class by us-
ing the threshold of 0.05, we found the verbs arredar (to
move away), destituir (to oust), diminuir (to decrease), dis-
pensar (to dismiss), excluir (to exclude), isolar (to isolate),
separar (to separate) and tirar (to remove). Searching for
sentences of verb separar (to separate) we found two ex-
amples:

1. O vaqueiro separa escrupulosamente a grande maio-
ria de novas cabeas pertencentes ao patrão[...] (The
cowboy carefully picks out most of the new cattle be-
longing to his master.)

2. Cetonas em estado de triplete podem separar
hidrogênios de grupos benzilas[...] (Ketones in triplet
states can separate hydrogen from benzyl groups.)
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The semantic of this class is ”the removal of an entity from
a location” (Levin, 1993). The sentences presented before
follow this semantic and respect the restrictions defined
for the thematic roles (shown in Table 2). This class is
presented in Table 5.

Remove-10.1 - BR
Thematic roles and Selectional restrictions:
Agent [+int control — +organization], Theme and
Source [+location]
Members: arredar (to move away), destituir (to
oust), diminuir (to decrease), dispensar (to dis-
miss), excluir (to exclude), isolar (to isolate), sep-
arar (to separate) and tirar (to remove)
Frames:
NP V NP Doug removeu as

manchas.
Agent V
Theme

Semantic
Predicates

(1) cause(Agent, E) (2) loca-
tion(start(E), Theme, ?Source)
(3) not(location(end(E), Theme,
?Source))

NP V NP
PP.source

Doug removeu as
manchas da toalha.

Agent V
Theme +src
Source

Semantic
Predicates

(1) cause(Agent, E); (2) loca-
tion(start(E), Theme, Source);
(3) not(location(end(E), Theme,
Source))

Table 5: The structure of ”Remove-10.1” class of Verb-
Net.Br

Banish-10.2
The class ”Banish-10.2” has three syntactic frames (as
shown in Table 3). In the Stage 1, we translated directly
all of these: ”NP V NP”, ”NP V NP de NP” and ”NP V NP
para NP”. To be a member, a verb needed to present two of
these syntactic frames (the roof of 1.8 (0.6*3)), respecting
the MLE measure.
In the Stage 3, 35 verbs were defined for this class. Search-
ing in the results of the Stage 2, we found 18 verbs that
present at least one of the syntactic frames. However only
the verbs excluir (to exclude) and tirar (to remove) present
at least 2 syntactic frames that have a threshold higher than
0.05. Both presented the same syntactic frames: NP V NP
and NP V NP de NP.
Therefore, the Portuguese version of the class ”Banish-
10.2” has two verbs, excluir (to exclude) and tirar (to re-
move), and presents two syntactic frames: NP V NP and
NP V NP de NP. Searching for sentences of the verb ex-
cluir (to exclude), we found two examples:

1. [...] outras espécies [...] excluem as espécies re-
sponsáveis pela mudança. (Other species exclude the
species responsible for the change.)

The semantic of this class is ”removal of an entity, typi-
cally a person, from a location” (Levin, 1993). The sen-
tence presented fits in this semantics, but we could not find

an example of the alternation ”NP V NP de NP” with the
second NP (Theme) being animate. We only find sentences
that fit in the semantic of Remove-10.1 class. This class is
shown in Table 6 (the ? means that the sentence seems to
be incorrect, according to the corpus we have used).

Banish-10.2 - BR
Thematic roles and Selectional restrictions:
Agent [+animate — +organization], Theme,
Source [+location] and Destination [+location —
-region]
Members: excluir (to exclude) and tirar (to re-
move)
Frames:
NP V NP O rei excluiu o gen-

eral.
Agent V
Theme

Semantic
Predicates

(1) cause(Agent, E); (2) loca-
tion(start(E), Theme, ?Source); (3)
location(end(E), Theme, ?Destina-
tion)

NP V NP
PP.source

O rei excluiu o gen-
eral do exército.

Agent V
Theme +src
Source

Semantic
Predicates

(1) cause(Agent, E); (2) loca-
tion(start(E), Theme, Source);
(3) not(location(end(E), Theme,
Source))

NP V NP
PP.destination

?O rei excluiu o gen-
eral para a ilha.

Agent V
Theme para
Destination

Semantic
Predicates

(1) cause(Agent, E); (2) loca-
tion(start(E), Theme, ?Source); (3)
location(end(E), Theme, Destina-
tion)

Table 6: The structure of ”Banish-10.2” class of Verb-
Net.Br

5. Conclusions and Future Work
We have presented a semi-automatic method for build-
ing the VerbNet.Br and some preliminary results with
three classes. The classes presented were ”Equip-13.4.2”,
”Remove-10.1” and ”Banish-10.2”. The second and the
third ones are related, since they have almost the same
meaning and differ only in some diathesis alternations.
The thematic roles, selectional restrictions and semantic
predicates will be directly inherited from English. As the
proposed method uses existing resources in one language
to build a new resource in another language, it is cross-
linguistic, that is, the method explores the compatibilities
between English and Portuguese languages. However, we
can observe that a linguistic revision of the results of this
semi-automatic method is highly desirable. Therefore, we
are looking for collaborators interested in validating this re-
source.
As future work, we intend to finish stages one and four and
apply the method for all the remaining classes. We will also
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change the thresholds used to evaluate the precision and re-
call. Besides that, we will evaluate how many verbs are
defined as candidate members (result of Stage 3) and how
many verbs are selected (result of Stage 4). This will be
achieved by calculating the ratio of selected verbs to candi-
date verbs.
We will also use a completely automatic method to group
verbs, by using machine learning. This method will use
clustering to group verbs according to subcatecategoriza-
tion frames. We intend to compare the resulting classes of
this automatic method with classes of our semi-automatic
method proposed. We have the hypothesis that the semi-
automatic method will present classes with more precision.
However, the automatic method is expected to have a best
recall.
Since we expect that the automatic method will present
more verbs, we will try to include these verbs in VerbNet.Br
classes and improve the resource, similarly to the task car-
ried out by Kipper (2005).
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