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Abstract
Information Extraction (IE) systems often use pat-
terns to identify relevant information in text but
these are difficult and time-consuming to generate
manually. This paper presents a new approach to the
automatic learning of IE patterns which uses Word-
Net to judge the similarity between patterns. The al-
gorithm starts with a small set of sample extraction
patterns and uses a similarity metric, based on a ver-
sion of the vector space model augmented with in-
formation from WordNet, to learn similar patterns.
This approach is found to perform better than a pre-
viously reported method which relied on informa-
tion about the distribution of patterns in a corpus
and did not make use of WordNet.

1 Introduction
One of the goals of current research in Information
Extraction (IE) is to develop systems which can be
easily ported to new domains with the minimum of
human intervention. Early IE systems were gen-
erally based on knowledge engineering approaches
and often proved difficult to adapt to new domains.
One approach to this problem is to use machine
learning to automatically learn the domain-specific
information required to port a system. Soderland
(1999) developed an approach that learned rules
from text which had been annotated with the in-
formation to be extracted. However, the annotated
text required for training is often difficult and time-
consuming to obtain. An alternative approach is to
use weakly supervised learning algorithms, these do
not require large amounts of annotated training data
and rely on a small set of examples instead. These
approaches greatly reduced the burden on the appli-
cation developer by alleviating the knowledge ac-
quisition bottleneck.

Weakly supervised algorithms have the benefit
of requiring only small amounts of annotated train-
ing data. But the learning task is more challeng-

ing since there are fewer examples of the patterns to
be learned. Providing the learning algorithm with
access to additional knowledge can compensate for
the limited number of annotated examples. The ap-
proach we have chosen is to augment an IE pattern
learning algorithm with information from WordNet
which allows our system to decide when patterns
have similar meanings.

The remainder of this paper is organised as fol-
lows. We begin by describing the general process
of weakly supervised pattern induction and an ex-
isting approach, based on the distribution of pat-
terns in a corpus (Section 2). Section 3 introduces a
new algorithm that uses WordNet to generalise ex-
traction patterns and Section 4 an implementation
of this approach. Section 5 describes an evaluation
regime based on the MUC-6 management succes-
sion task (MUC, 1995). The results of an experi-
ment in which several methods for calculating the
similarity between extraction patterns are compared
is presented in Section 6. Section 7 compares the
proposed approach with an existing method.

2 Weakly Supervised Extraction Pattern
Learning

We begin by outlining the general process of learn-
ing extraction patterns, similar to the approach pre-
sented by Yangarber (2003).

1. For a given IE scenario we assume the exis-
tence of a set of documents against which the
system can be trained. The documents are
either relevant (contain the description of an
event relevant to the scenario) or irrelevant.
However, the documents are not annotated and
the algorithm does not have access to this in-
formation.

2. This corpus is pre-processed to generate a set
of all patterns which could be used to represent
sentences contained in the corpus, call this set



P . The aim of the learning process is to iden-
tify the subset ofP representing patterns which
are relevant to the IE scenario.

3. The user provides a small set of seed pat-
terns, Pseed, which are relevant to the sce-
nario. These patterns are used to form the set
of currently accepted patterns,Pacc, soPacc ←
Pseed. The remaining patterns are treated as
candidates for inclusion in the accepted set,
forming the setPcand(= P − Pacc).

4. A function, f , is used to assign a score to
each pattern inPcand based on those which
are currently in Pacc. This function as-
signs a real number to candidate patterns so
∀ c ǫ Pcand, f(c, Pacc) 7→ R. A set of high
scoring patterns (based on absolute scores or
ranks after the set of patterns has been ordered
by scores) are chosen as being suitable for in-
clusion in the set of accepted patterns. These
form the setPlearn.

5. The patterns inPlearn are added toPacc and
removed fromPcand, soPacc ← Pacc ∪ Plearn

andPcand ← Pacc − Plearn

6. If a suitable set of patterns has been learned
then stop, otherwise go to step 4

An important choice in the development of such
an algorithm is step 4, the process of ranking
the candidate patterns, this effectively determines
which of the candidate patterns will be learned.
Yangarberet. al. (2000) chose an approach moti-
vated by the assumption that documents containing
a large number of patterns which have already been
identified as relevant to a particular IE scenario are
likely to contain more relevant patterns. Patterns
which occur in these documents far more than oth-
ers will then receive high scores. This approach can
be viewed as being document-centric.

This approach has been shown to successfully ac-
quire useful extraction patterns which, when added
to an IE system, improved its performance (Yangar-
ber et al., 2000). However, it relies on an assump-
tion about the way in which relevant patterns are
distributed in a document collection and may learn
patterns which tend to occur in the same documents
as relevant ones whether or not they are actually rel-
evant. For example, we could imagine an IE sce-
nario in which relevant documents contain a piece
of information which is related to, but distinct from,

the information we aim to extract. If patterns ex-
pressing this information were more likely to oc-
cur in relevant documents than irrelevant ones the
document-centric approach would also learn these
irrelevant patterns.

Rather than focusing on the documents matched
by a pattern, an alternative approach is to rank pat-
terns according to how similar their meanings are
to those which are known to be relevant. This ap-
proach is motivated by the fact that the same event
can be described in different ways in natural lan-
guage. Once a pattern has been identified as be-
ing relevant it is highly likely that its paraphrases
and patterns with similar meanings will also be rel-
evant to the same extraction task. This approach
also avoids the problem which may be present in
the document-centric approach since patterns which
happen to co-occur in the same documents as rele-
vant ones but have different meanings will not be
ranked highly.

The approach presented here uses WordNet (Fell-
baum, 1998) to determine pattern similarity. Other
systems which use WordNet to help with the learn-
ing of IE patterns include (Chai and Biermann,
1999; Català et al., 2003). Although they used
WordNet’s hierarchical structure to generalise pat-
terns rather than identify those with similar mean-
ings.

3 Semantic IE Pattern Learning

For these experiments extraction patterns consist of
predicate-argument structures, as proposed by Yan-
garber (2003). Under this scheme patterns consist
of triples representing the subject, verb, and object
(SVO) of a clause. The first element is the “se-
mantic” subject (or agent), for example “John” is
a clausal subject in each of the sentences “John hit
Bill”, “Bill was hit by John”, “Mary saw John hit
Bill”, and “John is a bully”. The second element is
the verb in the clause and the third the object (pa-
tient) or predicate. “Bill” is a clausal object in the
first three example sentences and “bully” in the final
sentence. When a verb is being used intransitively,
the pattern for that clause is restricted to only the
first pair of elements.

The filler of each pattern element can be ei-
ther a lexical item or semantic category such as
person name, country, currency values, numeri-
cal expressions etc. In this paper lexical items
are represented in lower case and semantic cate-
gories are capitalised. For example, in the pattern



COMPANY+fired+ceo,fired andceo are lex-
ical items andCOMPANY a semantic category which
could match any lexical item belonging to that type.

A vector space model, similar to the ones
used in Information Retrieval (Salton and McGill,
1983), is used to represent patterns and a simi-
larity metric defined to identify those with simi-
lar meanings. Each pattern can be represented as
a set of pattern element-filler pairs. For exam-
ple, the patternCOMPANY+fired+ceo consists
of three pairs:subject COMPANY, verb fire
andobject ceo. Each pair consists of either a
lexical item or semantic category and pattern ele-
ment. The set of all possible element-filler pairs for
a group of patterns can be used to generate the basis
of a vector space in which each pattern can be rep-
resented. In this space patterns are represented as
binary vectors in which an element with value 1 de-
notes that the pattern contains a particular pair and
0 that it does not.

3.1 Pattern Similarity
The similarity of two pattern vectors can be com-
pared using the measure shown in Equation 1. Here
~a and~b are pattern vectors,~bT the transpose of~b and
W a matrix that lists the similarity between each of
the possible pattern element-filler pairs.

similarity(~a,~b) =
~aW ~bT

|~a||~b|
(1)

The semantic similarity matrix,W , contains non-
negative real numbers and is crucial for this mea-
sure. Assume that the set of patterns,P , consists of
n element-filler pairs denoted byp1, p2, ...pn. Each
row and column ofW represents one of these pairs
and they are consistently labelled. So, for anyi
such that1 ≤ i ≤ n, row i and columni are both
labelled with pairpi. If wij is the element ofW
in row i and columnj then the value ofwij rep-
resents the similarity between the pairspi andpj.
Note that we assume the similarity of two element-
filler pairs is symmetric, sowij = wji (W is sym-
metric). Pairs with different pattern elements (i.e.
grammatical roles) are automatically given a simi-
larity score of 0. Diagonal elements ofW represent
the self-similarity between pairs and have the great-
est values. The actual values denoting the similarity
between pattern elements are acquired using exist-
ing lexical similarity metrics (see Section 4).

Figure 1 gives an example using three patterns
which shows how they could be represented as vec-

patterns similarity cosine
a, b 0.275 0.25
a, c 0.31 0
b, c 0.177 0

Table 1: Similarity values for example patterns us-
ing Equation 1 and cosine metric

tors given the set of element filler pairs forming a
basis for the vector space. A similarity matrix with
example values is also shown.

Table 1 shows the similarity values for each
pair of example patterns obtained using equa-
tion 1 under the column labelled “similar-
ity”. The patternspresident+resign and
executive+leave+job are identified as hav-
ing the most similar meanings despite the fact that
they have no element filler pairs in common. This
table also shows the values obtained for each vec-
tor pair using the cosine metric which is a stan-
dard measure for determining the similarity of doc-
uments when using the vector space model for
Information Retrieval. It can be seen that this
metric chooses patternspresident+resign
and president+comment as the most similar
caused by the fact that they share one element filler
pair. The cosine metric does not take the similar-
ity between elements of a vector into account and
would not perform well for our application.1

WordNet is an appropriate resource for this ap-
plication since it is constructed to reflects para-
digmatic semantics, providing information about
words which may be substituted for one another. It
is therefore ideal for this application since it pro-
vides a way of determining when patterns have sim-
ilar meanings.

3.2 Learning Algorithm

This pattern similarity measure can be used to create
a weakly supervised approach to pattern acquisition
following the general outline provided in Section 2.
Each candidate pattern is compared against the set

1The cosine metric for a pair of vectors is given by the cal-
culation a.b

|a||b|
. Substituting the matrix multiplication in the nu-

merator of Equation 1 for the dot product of vectors~a and~b

would give the cosine metric. Note that taking the dot product
of a pair of vectors is equivalent to multiplying by the identity
matrix, i.e.~a.~b = ~aI ~bT . Under our interpretation of the simi-
larity matrix,W , this equates to saying that all pattern element-
filler pairs are identical to each other and not similar to anything
else.



Patterns Vectors
a.president+resign ~a [ 1 0 1 0 0 0 ]
b. president+comment ~b [ 1 0 0 1 0 0 ]
c. executive+leave+job ~c [ 0 1 0 0 1 1 ]

Matrix labels
p1 subject president p2 subject executive
p3 verb resign p4 verb comment
p5 verb leave p6 object job

W =

1 0.96 0 0 0 0
0.96 1 0 0 0 0
0 0 1 0.1 0.9 0
0 0 0.1 1 0.1 0
0 0 0.9 0.1 1 0
0 0 0 0 0 1

Figure 1: Similarity scores and matrix for an example vectorspace formed from three patterns

of currently accepted patterns using the measure de-
scribed in Section 3.1. We experimented with sev-
eral techniques for ranking candidate patterns based
on these scores, including using the best and aver-
age score, and found that the best results were ob-
tained when each candidate pattern was ranked ac-
cording to its score when compared against the cen-
troid vector of the set of currently accepted patterns.
We also experimented with several schemes for de-
ciding which of the scored patterns to accept and
chose one where the four highest scoring patterns
are accepted provided their score is within 0.95 of
the highest scoring pattern.

Our algorithm disregards any patterns whose cor-
pus occurrences are below a set threshold,α, since
these may be due to noise. In addition, a second
threshold,β, is used to discard very frequent pat-
terns which are often too general to be useful for
IE. Patterns which occur in more thanβ×C, where
C is the number of documents in the collection, are
discarded. For the experiments in this paper we set
α to 2 andβ to 0.3.

4 Implementation
A number of pre-processing stages have to be ap-
plied to documents in order for the set of pat-
terns to be extracted before learning can take place.
Firstly, items belonging to semantic categories are
identified using a named entity identifier. The
corpus is then parsed using a version of MINI-
PAR (Lin, 1999) adapted to process text marked

with named entities. The dependency trees pro-
duced by MINIPAR are then analysed to extract the
SVO-patterns. Active and passive voice is taken
into account in MINIPAR’s output so the sentences
“COMPANY fired their C.E.O.” and “The C.E.O.
was fired by COMPANY” would yield the same
triple, COMPANY+fire+ceo. The indirect object
of ditransitive verbs is not extracted; these verbs are
treated as transitive verbs for the purposes of this
analysis.

We experimented with a number of different
methods for populating the semantic similarity ma-
trix described in Section 3.1. Several methods for
calculating the similarity of a pair of words using
information from the WordNet lexicon (Fellbaum,
1998) have been described in the literature. These
methods can be grouped into two main approaches
according to the information they use (1) path length
and (2) node informativeness.

The first of these are based on the intuitive no-
tion that concepts closer to each other in the Word-
Net hierarchy are more similar than those which
are distant. Leacock and Chodrow (1998) use the
formula simLCh = −log(length/2 × D) to de-
fine the similarity between two synsets,s1 ands2,
wherelength is the length of the shortest path be-
tweens1 and s2 in WordNet andD is the maxi-
mum depth. An alternative approach was proposed
by Wu and Palmer (1994) who defined similarity in
term of the relative depth (i.e. distance from root
node) of synsets. Their measure uses thelowest



common subsumerof a pair of nodes, this is the
unique lowest node in the WordNet hierarchy which
is a parent of both nodes. Similarity is defined
assimWuP = 2×depth(lcs(s1,s2))

depth(s1)+depth(s2) wheredepth(s)

is nodess’s depth in the WordNet hierarchy and
lcs(s1, s2) denotes the lowest common subsumer of
nodess1 ands2.

The second group of measures use corpus fre-
quency counts to represent the informativeness of
each node in WordNet, a technique developed by
Resnik (1995). Nodes near the root of the hi-
erarchy are not considered to be informative and
have low values while those nearer the leaves have
higher values, for example the conceptfish would
be more informative thananimal. Numerical val-
ues representing the informativeness of each node
are calculated from frequency counts of the words
in that synset. The information content (IC) for a
synset,s, is calculated asIC(s) = − log(Pr(s))
wherePr(s) is the probability of that synset occur-
ring in the corpus (estimated using word frequency
counts). Resnik’s similarity measure is provided
by simRes = IC(lcs(s1, s2)), i.e. the similarity
of a pair of nodes is defined to be the informative-
ness of their lowest common subsumer. Two other
measures use variations of this approach, combin-
ing different elements in a formula. Jiang and Con-
rath (1997) define the distance between a pair of
synsets asdistJCn = IC(s1) + IC(s2) − 2 ×
IC(lcs(s1, s2)) which can be converted to a simi-
larity value by taking the reciprocal i.e.simJCn =

1
distJCn

. Lin (1998) combined the same terms in a

different formula:simLin = 2×IC(lcs(s1,s2))
IC(s1)+IC(s2)

.

Each of these similarity measures has been de-
fined for a pair of WordNet synsets. When a
word has several possible synsets (senses), each
similarity metric chooses the synset of each word
which maximises the similarity value. The Word-
Net::Similarity package (Pedersen et al., 2004) im-
plements these measures and was used for the ex-
periments described here.

These similarity metrics provide values only for
the lexical items contained in WordNet. In order
to cope with the semantic categories in our patterns
we provided a mapping between these and a nom-
inal synset in WordNet. This mapping is shown in
Table 2 where, for example, person#1 denotes the
first nominal sense ofperson.

5 Evaluation

Various approaches have been suggested for the
evaluation of automatic IE pattern acquisition.
Riloff (1996) judged the precision of patterns
learned by reviewing them manually. Yangarberet.
al. (2000) evaluated the patterns learned by their
system by manually integrating them into an exist-
ing IE system. They also indirectly evaluated the
learned patterns using a text filtering task. Patterns
were judged according to their ability to distinguish
between relevant and irrelevant documents for the
extraction task (similar to a MUC-6 sub-task (MUC,
1995)). This approach has the advantage of being
easily automated given document relevance infor-
mation.

A further step is to identify the sentences within
those documents which are relevant. This “sentence
filtering” task is a more fine-grained evaluation and
is likely to provide more information about how
well a given set of patterns is likely to perform as
part of an IE system. Soderland (1999) developed
a version of the MUC-6 corpus in which events are
marked at the sentence level. The set of patterns
learned by the algorithm after each iteration can be
compared against this corpus to determine how ac-
curately they identify the relevant sentences for this
extraction task.

The evaluation corpus used for the experiments
was compiled from the training and testing corpus
used in MUC-6 where the task was to extract in-
formation about the movements of executives from
newswire texts. 590 documents from a version of
the MUC-6 evaluation corpus described by Soder-
land (1999) were used. After the pre-processing
stages described in Section 4, the MUC-6 corpus
produced 15,407 pattern tokens from 11,294 differ-
ent types. 10,512 patterns appeared just once and
these were effectively discarded since our learning
algorithm only considers patterns which occur at
least twice (see Section 3.2).

The following seed patterns, denoting relevant
sentences for the management succession extraction
task, were used for these experiments:
PERSON+resign,
PERSON+depart,
PERSON+quit,
COMPANY+appoint+PERSON,
COMPANY+name+PERSON,
COMPANY+elect+PERSON,
COMPANY+promote+PERSON.



PERSON7→ person#1 LOCATION7→ geographicarea#1
MONEY 7→ money#1 COMPANY7→ organisation#3
DATE 7→ day#2 ORGANISATION7→ organisation#3
POST7→ post#3

Table 2: Mapping between semantic categories and WordNet nodes

6 Results
A comparison of the sentence filtering results ob-
tained by the learning algorithm using different se-
mantic similarity measures to populate the matrix
are shown at 20 iteration intervals in Table 3 and
continuously in Figure 2.

Similarity Metric
# LCh WuP Res JCn Lin
0 0.181 0.181 0.181 0.181 0.181

20 0.353 0.427 0.254 0.543 0.42
40 0.514 0.532 0.282 0.545 0.555
60 0.478 0.499 0.325 0.537 0.476
80 0.402 0.421 0.29 0.522 0.49

100 0.397 0.399 0.291 0.424 0.406
120 0.353 0.397 0.315 0.412 0.357

Table 3: Sentence filtering results over 120 itera-
tions obtained using different WordNet similarity
metrics
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Figure 2: F-measure scores on sentence identifica-
tion task for several similarity metrics

It can be seen that the highest F-measure for the
majority of iterations is recorded for thesimJCn

metric. The difference between these scores and
simLCh, simWuP and simLin is often not very
large but these measures consistently perform far
better thansimRes. The different between these re-
sults using the five alternative metrics is significant

(p < 0.001, Friedman Test). This test also suggests
that the best similarity measure issimJCn, followed
by simLin, simWuP , simLCh and, finally,simRes.

These results indicate that there is little difference
between the two main approaches to measuring se-
mantic similarity, at least for this task. The best- and
worst-performing measures (simJCn andsimRes)
both use the node informativeness approach. How-
ever, the two measures which combine data about
the informativeness of nodes and their lowest com-
mon subsumer also perform well.

7 Comparison with Alternative Approach
The approached described here (Section 3) was
compared against the document-centric approach
(Section 2). ThesimJCn measure was used to pop-
ulate the matrix for the semantic similarity method.
The document-centric approach was represented by
a re-implementation of the Yangarberet. al. (2000)
algorithm (described in Section 2). However, this
implementation is not identical to the original. In
addition to using different parsers, our implementa-
tion does not generalise pattern elements by group-
ing together particular elements. There is no dif-
ference between the expressiveness of the patterns
learned in either implementation and we do not be-
lieve the differences have any effect on the outcome
of these experiments. The document-centric ap-
proach relies upon a large corpus containing a mix-
ture of documents which are both relevant and irrel-
evant to the extraction task. Consequently we pro-
vided this algorithm with additional training data in
the form of 6,000 documents from the Reuters Cor-
pus Volume I (Rose et al., 2002). Half of these doc-
uments were identified as being relevant to the man-
agement succession task, using corpus metadata,
and the remainder irrelevant. Adding this corpus
to the data used by the document-centric approach
improved the maximal F-measure by 70% but did
not provide any benefit to the semantic-similarity
method and was not used by that algorithm.

The two approaches, semantic similarity and
document-centric, were applied to the sentence fil-
tering task and the results over 120 iterations listed



Document-centric Semantic similarity
# P R F P R F
0 0.813 0.102 0.181 0.813 0.102 0.181

20 0.301 0.219 0.253 0.606 0.492 0.543
40 0.190 0.477 0.272 0.474 0.641 0.545
60 0.195 0.570 0.290 0.423 0.734 0.537
80 0.181 0.609 0.280 0.369 0.891 0.522

100 0.176 0.648 0.277 0.276 0.922 0.424
120 0.171 0.688 0.274 0.264 0.945 0.412

Table 4: Comparison of the differing approaches ap-
plied to sentence filtering task over 120 iterations

in Table 4 where the columns P, R and F list the pre-
cision, recall and F-measure values observed at 20
iteration intervals.2 Figure 3 shows F-measure val-
ues for 120 iterations. The semantic similarity al-
gorithm can be seen to significantly outperform the
document-centric approach (p < 0.001, Wilcoxon
Signed Ranks Test).

The precision scores for the sentence filtering
task in Table 4 show that the semantic similar-
ity algorithm consistently learns more accurate pat-
terns than the document-centric approach. It also
learns patterns with high recall much faster than the
document-centric approach, by the 120th iteration
the pattern set covers almost 95% of relevant sen-
tences while the document-centric approach covers
only 69%.

As previously mentioned, Yangarberet. al.
(2000) evaluate their system using a document fil-
tering task. In addition to learning a set of pat-
terns, their system also notes the relevance of docu-
ments based on the current set of accepted patterns.
Stevenson and Greenwood (2005) describe an eval-
uation in which the document-centric approach is
compared against the proposed method on a sim-
ilar document filtering evaluation to the one used
by Yangarberet. al. (2000). It was found that the
semantic similarity approach also outperforms the
existing approach on this task. These results sug-
gest that the semantic similarity approach, by learn-
ing patterns with similar meanings to the seeds, can
identify sentences which are relevant to the extrac-
tion task while the document-centric approach gen-
erates patterns from relevant documents, although
these do not necessarily match relevant sentences.

2The set of seed patterns returns a precision of 0.81
for this task. The precision is not 1 since the pattern
PERSON+resign matches sentences describing historical
events (“Jones resigned last year.”) which were not marked as
relevant in this corpus following MUC guidelines.
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Figure 3: F-measure scores for the sentence filtering
task

8 Conclusion

The approach to weakly supervised IE pattern ac-
quisition presented here is related to other tech-
niques but uses different assumptions regarding
which patterns are likely to be relevant to a particu-
lar extraction task. Evaluation has showed that the
approach presented here outperforms the previously
reported document-centric method. The semantic
similarity approach has the additional advantage of
not requiring a large corpus containing a mixture of
documents relevant and irrelevant to the extraction
task. This corpus is unannotated, and so may not be
difficult to obtain, but is nevertheless an additional
requirement.

The learning algorithm presented in Section 3 in-
cludes a mechanism for comparing two extraction
patterns using lexical similarity information from
WordNet. This technique could be applied to other
language processing tasks including question an-
swering and paraphrase identification and genera-
tion. Wonget. al. (1985) proposed an extension
of the standard vector space model for Information
Retrieval which used a matrix to represent similarity
values between search terms. They chose to popu-
late this matrix using corpus occurrence statistics of
search terms but the technique presented here could
be integrated into that approach as an alternative
method.
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