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What is Machine Learning?

data

+ model = prediction

I data: observations, could be actively or passively acquired
(meta-data).

I model: assumptions, based on previous experience (other
data! transfer learning etc), or beliefs about the regularities
of the universe. Inductive bias.

I prediction: an action to be taken or a categorization or a
quality score.



What is Machine Learning?

data +

model = prediction

I data: observations, could be actively or passively acquired
(meta-data).

I model: assumptions, based on previous experience (other
data! transfer learning etc), or beliefs about the regularities
of the universe. Inductive bias.

I prediction: an action to be taken or a categorization or a
quality score.



What is Machine Learning?

data + model

= prediction

I data: observations, could be actively or passively acquired
(meta-data).

I model: assumptions, based on previous experience (other
data! transfer learning etc), or beliefs about the regularities
of the universe. Inductive bias.

I prediction: an action to be taken or a categorization or a
quality score.



What is Machine Learning?

data + model =

prediction

I data: observations, could be actively or passively acquired
(meta-data).

I model: assumptions, based on previous experience (other
data! transfer learning etc), or beliefs about the regularities
of the universe. Inductive bias.

I prediction: an action to be taken or a categorization or a
quality score.



What is Machine Learning?

data + model = prediction

I data: observations, could be actively or passively acquired
(meta-data).

I model: assumptions, based on previous experience (other
data! transfer learning etc), or beliefs about the regularities
of the universe. Inductive bias.

I prediction: an action to be taken or a categorization or a
quality score.



What’s Changed (Changing) for Medical Data?

I Try Googling for: “patient data ”...
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A brief history 
of Registration
For more information go to: www.direct.gov.uk/motoring

http://www.direct.gov.uk/prod_consum_dg/groups/dg_digitalassets/@dg/@en/@motor/documents/digitalasset/dg_180212.pdf


A brief history of registration
The early days
Prior to the appearance of the first railways in Britain, there was a brief development and interest 
in steam powered road going vehicles.  In 1834, a Mr Hancock started a steam coach called the 
“Era”, carrying up to 14 passengers from Paddington to Regents Park and the City at 6d a head. 
And in the following year, a Mr Church built an omnibus capable of carrying 40 passengers for 
the London and Birmingham Steam Carriage Company.

However, the success of the railway movement drove all such traffic off the roads.  
A Parliamentary Commission of Enquiry in 1836 reported “strongly in favour of steam 
carriages on roads”, but subsequent Acts of Parliament tended to have a discouraging and 
restrictive effect. The Locomotive Act 1861 limited the weight of steam engines to 12 tons 
and imposed a speed limit of 10 mph.

The Locomotive Act 1865 set a speed limit of 4 mph in the country and 2 mph in towns. 
The 1865 Act also provided for the famous “man with a red flag”. Walking 60 yards ahead 
of each vehicle, a man with a red flag or lantern enforced a walking pace, and warned horse 
riders and horse drawn traffic of the approach of a self propelled machine.

The Locomotive Amendment Act 1878 made the red flag optional under local regulations, and 
reduced the distance of warning to a more manageable 20 yards. But this did not make life much 
easier for the motorist. Although British engineers were working on electrical and combustion 
engines, and motor vehicles had been patented as early as 1882, they were never developed.

The arrival of the modern motor car
The Locomotive and Highways Act 1896 enabled faster and more popular light motor vehicles 
to be used. Around this time Britain saw its first ever petrol driven car, either the 1888 Benz 
now in the Science Museum in London, or the Benz imported by Henry Hewetson in 1894. 
1896 saw the first British built Daimler – it looked more like a carriage than a car, but it was the 
forerunner of the modern motor car.

The 1896 Act was the first improvement in the motoring laws to encourage motor vehicles. 
Vehicles under 3 tons were exempted from the requirements of the 1878 Act and the speed 
limit was raised to 14 mph, or to a lower limit prescribed by a local government board. Lights 
also became compulsory along with “an instrument capable of giving audible and sufficient 
warning”. Every heavy locomotive (with certain exceptions) had to be licensed by the County 
or County Borough Council. The excepted cases, however, still had to be registered. 

Regulations passed soon afterwards also provided for a speed limit of 12 mph; keeping to the 
left when passing on-coming carriages, horses and cattle and to the right when overtaking; 
and stopping the vehicle at the request of any police constable or person “in charge of a 
restive horse”.

To celebrate the lifting of the restrictions the newly formed British Motor Car Club staged 
an informal drive from London to Brighton. Fifty eight vehicles entered, thirty five started, 
and twenty five arrived safely in Brighton. Before the start, the Earl of Winchester solemnly 
tore up a symbolic red flag – this event is still commemorated in November each year (the 
London to Brighton run).

http://www.direct.gov.uk/prod_consum_dg/groups/dg_digitalassets/@dg/@en/@motor/documents/digitalasset/dg_180212.pdf
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What are the Issues?

I Who owns our data?
I Is it ‘finders keepers’?
I Does ownership proliferate?
I What does data protection offer?
I Who has the right to share our data?
I Can we withdraw this right?



Moral Panics: Perhaps Rightly

http://www.bbc.co.uk/news/health-27069553


http://www.npr.org/2013/07/18/202335743/in-todays-beijing-flash-ferraris-and-fading-traditions


Image from Wikimedia Commons

http://en.wikipedia.org/wiki/File:Modern_Beijing_Traffic.jpg


What’s Changed (Changing) for Medical Data?

I Genotyping.
I Epigenotyping.
I Transcriptome: detailed characterization of phenotype.

I Stratification of patients.

I Massive unstructured data sources.



Open Data

I Automatic data curation: from curated data to curation of
publicly available data.

I Open Data: http://www.openstreetmap.org/?lat=53.
38086&lon=-1.48545&zoom=17&layers=M.

I Social network data, music information (Spotify), exercise.

http://www.openstreetmap.org/?lat=53.38086&lon=-1.48545&zoom=17&layers=M
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Why Africa?

I Short circuit the process.
I For UK—infrastructure paralysis.
I For Africa—potential for distributed architectures.
I User-centric models of data management.

I Store personal data on mobile phone within control of
individual.



citizenme

http://www.citizenme.com/us/


Outline

Diversity of Data

Massively Missing Data



Not the Scale it’s the Diversity

http://dataconomy.com/big-data-proving-to-be-a-real-challenge-for-data-scientists/


http://www.nytimes.com/2012/11/24/science/scientists-see-advances-in-deep-learning-a-part-of-artificial-intelligence.html?_r=0


http://www.newyorker.com/online/blogs/newsdesk/2012/11/is-deep-learning-a-revolution-in-artificial-intelligence.html


http://www.seroundtable.com/google-hires-geoffrey-hinton-16499.html


http://www.wired.com/wiredenterprise/2013/03/google_hinton/


https://plus.google.com/u/0/102889418997957626067/posts/GWe4AscQdS7


http://www.wired.com/wiredenterprise/2013/12/facebook-yann-lecun-qa/


http://theconversation.com/are-you-an-expert-in-machine-learning-facebook-is-hiring-21439


https://theconversation.com/ai-cheating-scandal-makes-machine-learning-sound-like-a-sport-it-isnt-43132


Emmulated Intelligence

I There is a common thread to the applications that are
’falling over’ in the face of deep learning.

I Massive data, massive compute ’perceptual’ tasks.
I We are merely building algorithms that emmulate human

intelligence.
I This gives a misleading impressing of achieving

intelligence.
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Massive Missing Data

I If missing at random it can be marginalized.
I As data sets become very large (39 million in EMIS) data

becomes extremely sparse.
I Imputation becomes impractical.



Imputation

I Expectation Maximization (EM) is gold standard
imputation algorithm.

I Exact EM optimizes the log likelihood.
I Approximate EM optimizes a lower bound on log

likelihood.
I e.g. variational approximations (VIBES, Infer.net).

I Convergence is guaranteed to a local maxima in log
likelihood.



Expectation Maximization

Require: An initial guess for missing data

repeat
Update model parameters
Update guess of missing data

until convergence

(M-step)
(E-step)
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Imputation is Impractical

I In very sparse data imputation is impractical.
I EMIS: 39 million patients, thousands of tests.
I For most people, most tests are missing.
I M-step becomes confused by poor imputation.



Direct Marginalization is the Answer

I Perhaps we need joint distribution of two test outcomes,

p(y1, y2)

I Obtained through marginalizing over all missing data,

p(y1, y2) =

∫
p(y1, y2, y3, . . . , yp)dy3, . . .dyp

I Where y3, . . . , yp contains:
1. all tests not applied to this patient
2. all tests not yet invented!!



Magical Marginalization in Gaussians

Multi-variate Gaussians

I Given 10 dimensional multivariate Gaussian, y ∼ N (0,C).
I Generate a single correlated sample y =

[
y1, y2 . . . y10

]
.

I How do we find the marginal distribution of y1, y2?



Gaussian Marginalization Property
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Gaussian Marginalization Property
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Gaussian Marginalization Property
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Avoid Imputation: Marginalize Directly

I Our approach: Avoid Imputation, Marginalize Directly.
I Explored in context of Collaborative Filtering.
I Similar challenges:

I many users (patients),
I many items (tests),
I sparse data

I Implicitly marginalizes over all future tests too.

Work with Raquel Urtasun (Lawrence and Urtasun, 2009) and ongoing
work with Max Zwießele and Nicoló Fusi.
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Marginalization in Bipartite Undirected Graph

x1 x2 x3 x4 x5

y1 y2 y3 y4 y5 y6 y7 y8 y9

y10

latent variables

additional layer
of latent variables

For massive missing data, how many additional latent variables?



Methods that Interrelate Covariates

I Need Class of models that interrelates data, but allows for
variable p.

I Common assumption: high dimensional data lies on low
dimensional manifold.

I Want to retain the marginalization property of Gaussians
but deal with non-Gaussian data!



Example: Prediction of Malaria Incidence in Uganda

I Work with John Quinn and Martin Mubaganzi (Makerere
University, Uganda)

I See http://air.ug/research.html.



Malaria Prediction in Uganda

Data SRTM/NASA from http://dds.cr.usgs.gov/srtm/version2_1

29Â°E 31Â°E 33Â°E 35Â°E
2Â°S

0Â°N

2Â°N

4Â°N

(Andrade-Pacheco et al., 2014; Mubangizi et al., 2014)



Malaria Prediction in Uganda
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Malaria Prediction in Uganda
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GP School at Makerere



Early Warning Systems



Early Warning Systems



Deep Models
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Deep Gaussian Processes

Damianou and Lawrence (2013)

I Deep architectures allow abstraction of features (Bengio, 2009;

Hinton and Osindero, 2006; Salakhutdinov and Murray, 2008).
I We use variational approach to stack GP models.
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Stacked GPs
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What Can Academics Do that Google Can’t?

I Google’s resources give them access to volumes of data (or
Facebook, or Microsoft, or Amazon).

I Is there anything for Universities to contribute?
I Assimilation of multiple views of the patient: each perhaps

from a different patient.
I This may be done by small companies (with support of

Universities).
I A Facebook app for your personalised health.
I These methodologies are part of that picture.



Deep Health
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The Patient Experience: Bedside Manner

I A good bedside manner is a key part of the patient
experience.

I How can information be delivered to patients?
I Public health significantly changed: tailored health advice.



Bedside Manner

Steen: Doctor and His Patient, Image from Wikimedia
Commons.

http://news.bbc.co.uk/1/hi/health/8340560.stm
http://commons.wikimedia.org/wiki/File:Steen_Doctor_and_His_Patient.jpg?uselang=en-gb
http://commons.wikimedia.org/wiki/File:Steen_Doctor_and_His_Patient.jpg?uselang=en-gb


Interface

http://memegenerator.net/Paperclip


Interventions?

Poster shown under US fair use. Copyright DreamWorks
Pictures.



Guided Behaviour

http://www.amazon.co.uk


Facebook Knew I was Gay

http://www.buzzfeed.com/katieheaney/facebook-knew-i-was-gay-before-my-family-did


Target told my Dad I was Pregnant

http://consumerist.com/2012/02/17/target-figures-out-teen-girl-is-pregnant-before-her-father-does-sends-helpful-coupons/


EMIS myHealth

https://myhealth.patient.co.uk/


How to Handle this?

I A potential answer.
I Give the patients control of their own data.
I Make patients the gatekeeper of what can be cross-linked.



Summary

I Intention is to deploy probabilistic machine learning for
assimilating a wide range of data types in personalized
health:

I Social networking, text (clinical notes), survival times,
medical imaging, phenotype, genotype, mobile phone
records, music tastes, Tesco club card

I Requires population scale models with millions of features.
I May be necessary for early detection of dementia or other

diseases with high noise to signal.
I Major issues in privacy and interfacing with the patient.
I But: the revolution is coming. We need to steer it.
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