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Abstract

Workflows are useful ways to support scientific researchers in carrying out repetitive analytical tasks on
digital information. Web services can provide a useful implementation mechanism for workflows, partic-
ularly when they are distributed, i.e., where some of the data or processing resources are remote from the
scientist initiating the workflow. While many scientific workflows primarily involve operations on struc-
tured or numerical data, all interpretation of results is done in the context of related work in the field, as
reflected in the scientific literature. Text mining technology can assist in automatically building helpful path-
ways into the relevant literature as part of a workflow in order to support the scientific discovery process. In
this paper we demonstrate how these three technologies – workflows, text mining, and web services – can
be fruitfully combined in order to support bioinformatics researchers investigating the genetic basis of two
physiological disorders – Graves’ disease and Williams syndrome.

1 Introduction

1.1 Workflows and Bioinformatics

Workflow management systems [6] are useful com-
putational models not only for business processes,
for which they have been primarily developed, but
also for scientific research when it requires the re-
peated execution of a series of complex analytical
tasks that each involve computation. For example,
a biologist using micro-array techniques to uncover
the genetic basis of a disease will repeatedly map
the site of a reactive spot in the micro-array output
– signifying a potentially significant difference in
genes expressed in healthy versus diseased persons
– to its gene sequence, use a sequence alignment
tool, such as BLAST [3], to find protein or DNA se-
quences of similar structutre (“homologues”), mine
information about these homologues from a variety
of sources, typically remote databases or archives on
the web, and annotate the unknown sequence with
information from these mined sources. Bundling
these steps into a single workflow which can be
repeatedly executed by a workflow enactment en-
gine for each new set of inputs can lead to signifi-
cant savings in time and labour. This is particularly
true if individual steps in the workflow involve ac-
cess to remote data or processing resources which

require substantial expertise to exploit, for example
determining the value of a specific field in a remote
database or running an analytical process on a re-
mote server.

1.2 Bioinformatics Workflows and Web
Services

Web services may be defined as processing re-
sources that are available on the Internet, use stan-
dardised messaging formats, such as XML, and en-
able communication between applications without
being tied to a particular operating system or pro-
gramming language [13]. Because they support
interoperability between services on different plat-
forms, Web services are predicted to revolutionise
and dominate the communication infrastructure of
distributed resources in the coming years. This is
already proving to be especially useful in bioinfor-
matics research where the typical cycle of litera-
ture search, experimental work and article publish-
ing usually requires access to data which is: (1)
heterogeneous in nature – database records, numer-
ical results, natural language texts; (2) distributed
across the internet in research institutions around the
world; (3) made available on a variety of platforms
and via non-uniform interfaces.

Already a number of workflow systems for bioin-



formatics researchers have been produced, both by
academic and commercial organisations. As a part-
ner in the myGrid project [12] we have carried out
the work reported here using workflow tools devel-
oped within the project. These include: a language
for specifying workflows (Scufl), a tool for design-
ing workflows (Taverna), and a workflow enactment
engine (Freefluo), as well as an integrated informa-
tion model designed to hold the results of running
workflows [1]. While nothing in these tools com-
mits one to any particular service delivery technol-
ogy, existing distributed workflows developed using
the tools have all been implemented via web ser-
vices.

1.3 Text Mining and Web Services

Text Mining is a term which is currently being used
to mean various things by various people. In its
broadest sense it may be used to refer to any pro-
cess of revealing information – regularities, pat-
terns or trends – in textual data, and includes more
established research areas such as information ex-
traction (IE), information retrieval (IR), natural lan-
guage processing (NLP), knowledge discovery from
databases (KDD), and so on. In a narrower sense it
requires the discovery of new information – not just
the provision of access to information existing al-
ready in a text or to vague trends in text [5]. We shall
use the term in its broadest sense in the following, as
we believe that while the end goal may be the dis-
covery of new information from text, the provision
of services which accomplish more modest tasks,
such as the recognition of entities (e.g. genes or
proteins) in text, are important components for more
sophisticated systems which may utilise these com-
ponents in the pursuit of genuine discovery. These
components are therefore part of the text mining en-
terprise.

Text mining is particularly relevant to bioinfor-
matics applications, where the explosive growth of
the biomedical literature over the last few years has
made the process of searching for information in this
literature an increasingly difficult task for biologists.
Depending on the difficulty of the task, text mining
systems may have to employ a range of text process-
ing techniques, from simple information retrieval
to sophisticated natural language analysis with the
use of algorithms developed either manually or by
machine-learning methods, some of which may be
freely available. However, exploration of the po-
tential of text mining systems by prospective tech-
nology integrators has so far been hindered by the
non-standardised data representations, the diversity

of processing resources across different platforms at
different sites and the fact that linguistic expertise
for developing or integrating natural language pro-
cessing components is still not widely available. All
this suggests that, in the current era of information
sharing across networks, an approach based on Web
services may be better suited to rapid system devel-
opment and deployment.

Compared to the amount of research and devel-
opment in text mining, Web services technologies
are still relatively new, so it is not surprising that
work on integrating text mining with Web services
is still limited. Some examples of generic language
components available as Web services can be found
at the RemoteMethods website [10]. But perhaps
closest to the work described in this paper is the
proposal by [7] who describe text mining middle-
ware for Medline based on Web services. The mid-
dleware is implemented as a two-layer architecture,
with the first layer providing the API to the text min-
ing components and the second layer providing the
Web services. The text mining subsystem is based
on the text analysis system by [8]. The middleware
provides facilities such as identification of biomedi-
cal terms and extraction of relations based on noun-
verb-noun sequences. Although there are similari-
ties between our system and that of [7], such as the
use of Medline as the data source, our system dif-
fers in that in our case the Web services are run from
within a biomedical workflow on the grid rather than
being tightly coupled to a specific piece of middle-
ware. In this way we allow the external workflow
to specify the arrangement of inputs and outputs of
the individual Web services rather than use a pre-
arranged graph of services in the middleware as [7]
do. [9] have developed a set of Web services to
support operations for machine translation and ter-
minology management. These services include full
and partial dictionary lookup and terminology ex-
traction from bilingual corpora. Direct comparisons
with the system we describe below cannot be made
as both the domain and the target applications are
different.

1.4 Putting it all Together

The foregoing has motivated the use of and shown
the connections between workflow systems, text
mining and web services, especially in the domain
of bioinformatics. Exploiting these natural connec-
tions, we have been developing text mining services
to support biomedical researchers as part of the my-
Grid and CLEF e-Science projects [4]. An on-going
issue has been how to integrate these services into



the workflow model. Most text mining functional-
ity, while it may process text off-line in batch mode,
is designed to support interactive operations, such as
querying, searching and browsing text collections.
The workflow model adopted in myGrid, however,
envisages workflows as sequences operations to be
run start to finish, with user browsing of results only
at the end. In this model, what are the inputs to text
mining to be? One answer is that the inputs should
come directly from the user, i.e. that text mining
should simply support ad hoc querying by the user
in conjunction with whatever workflow he/she is
running. This effectively denies the utility or pos-
sibility of tighter integration. An alternative is to
explore ways in which an implicit query can be in-
ferred or synthesized from information in a work-
flow.

In this paper we describe how for two biologi-
cal research scenarios that are being used to drive
myGrid development we have identified points in
the workflow where links to the scientific literature
can be used to deliver to the biologist a variety of
textual information that may assist in interpreting
the results of the workflow. The services are still
underactive development with the aim of offerring
considerably richer text mining capability than cur-
rently available. However we believe that the model
that we describe below in section 3 for delivering
web services-based text mining services as part of a
bioinformatic workflow is sound and will remain at
the core of any extended text mining capability.

2 Two Case Studies in the Ge-
netic Basis of Disease

In order to develop and to validate our approach to
integrating text mining services into bioinformatics
workflows we have chosen to concentrate on two
case studies, both of which involve biological re-
searchers investigating the genetic basis of human
disorders. These examples are highly typical of
many other similar investigations. We describe them
briefly here to provide context for the discussion that
follows.

2.1 The Graves’ Disease Scenario

Grave’s Disease is a an autoimmune condition pri-
marily affecting tissues in the thyroid and orbit, giv-
ing rise to physical symptoms of an enlarged thyroid
gland and protruding eyes, along with agitation from
high levels of thyroid hormones. The exact cause

of Grave’s disease is unknown and though there is
genetic predisposition, the genotype of the disease
and its interaction with environmental stressors is
not well understood. The genetic factors implicated
in the disease are being investigated using the sort
of micro-array methods described above in section
1.1. The key step at which text mining can play a
role follows the BLAST search – BLAST reports
contain, amongst other things, references to records
for homologous proteins in the SWISSPROT protein
database and these records in turn contain the ids
of abstracts describing these proteins in the Medline
abstract database. These abstracts can be mined di-
rectly for information of interest to the biologist, or
can be used as “seed” documents to assemble a set
of related abstracts from which clues about possible
gene/protein function can be gleaned.

2.2 The Williams Syndrome Scenario

Williams Syndrome is a congenital disorder result-
ing in mild to moderate mental retardation. The
syndrome is caused by the deletion of genetic mate-
rial on the seventh chromosome. The area in which
these deletions occur is not currently well charac-
terised. Sequence information for the area of in-
terest is becoming available, but must be organised
into a contiguous sequence and genes isolated. The
workflow developed to support Williams syndrome
researchers involves running gene finding software
over new sequence information as it becomes avail-
able then performing BLAST searches against new
putative genes, again to identify homologues whose
function may be known, yielding insights into the
function of the gene of interest. As with the Graves’
disease scenario the BLAST reports provide links to
abstracts in the literature, in this case via links to the
GenBank database, which can effectively be treated
as queries to begin a search for relevant related in-
formation.

3 Text Services

3.1 Architecture

In figure 1 is a simplified illustration of a setup in
which text mining has been integrated into a dis-
tributed workflow environment. The setup com-
prises the following components: (1) a client from
which a user launches a workflow and browses re-
sults (2) a workflow server that enacts the work-
flow itself consisting of any number of computa-
tional steps, each of which may involve accessing
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Figure 1: Text Services Architecture

remote resources, including remote process invoca-
tion (3) a text database server holding the results of
prior text analysis and indexing and making these
results available via web services to external callers.

We believe this three-way division of labour is a
sensible way to deliver text mining capability in a
distributed workflow environment, and will be ap-
plicable to a wide range of other problem areas.
Providers of electronic text archives, such as Med-
line, will want to make their archives available via
services interfaces. However, the amount of func-
tionality they will be willing to provide will be lim-
ited, both because of the need to be efficient and
because they cannot support a potentially unlimited
number of specialised user requirements. Specialist
workflow designers will want to add value to the ba-
sic services offered by archive providers in order to
meet the needs of researchers in their organisation
or community. End users, certainly naive end users,
will want to execute pre-defined workflows, most
likely using a familiar, light client such a browser.

3.2 Workflow Text Services

The text services architecture we have developed al-
lows a user to invoke stored workflows which may
contain zero or more text processing steps. For sim-
plicity in figure 1 we show multiple initial steps in
the Graves’ disease or Williams syndrome work-
flows as a single component, called “initial work-
flow” in the diagram. This pseudo-component,
which we have introduced solely to simplify the ex-
position here, encapsulates an arbitrary number of
possibly very complex workflow steps. Following

this step are a number of text processing steps, each
of which has been implemented as a web-service.
All workflow steps are run by the FreeFluo enact-
ment engine when it executes the workflow. In the
diagram, no workflow steps follow the text process-
ing steps, but in the general case there is no reason
why this needs to be so. Other workflow steps could
follow on from the text processing steps, perhaps us-
ing outputs from text processing as inputs; or an-
other sequence of steps could proceed in parallel, if
there are no dependencies.

In our example scenarios, from the initial steps of
a Grave’s Disease or Williams syndrome workflow
we get a SwissProt or BLAST report, respectively.
A seed set of PubMed identifiers are retrieved us-
ing this report. For each of these identifiers the as-
sociated Medline record is retrieved. We want to
use these records and the abstracts they contain to
generate a set of relevant related abstracts. To do
this a wide range of potentially useful techniques is
available, including text clustering, automatic anno-
tation of the abstracts with terms from domain on-
tologies, such as the Gene Ontology (GO), distil-
lation from the abstracts of a query based on tra-
ditional IR mechanisms such as tf.idf term weight-
ing [2], etc. One simple technique, which we have
implemented to build the simple demonstrator re-
ported here, is to use the keyword terms manually
assigned to each Medline abstract by human index-
ers – the MeSH (Medical Subject Heading hierar-
chical controlled vocabulary) terms. These terms
are retrieved and compiled into a list with any re-
peated terms removed. This list of MeSH terms
is filtered to remove any that are considered to be
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non-discriminatory (e.g. the MeSH term “Mutation”
is the major MeSH term for 42176 papers in the
PubMed database and returning a list of this size for
the user to look through would not be helpful.) The
filtered MeSH term list is then used as a set of keys
to pull back the PubMed identifiers of the related
papers in the PubMed database where each mem-
ber of the MeSH term list is a major MeSH term for
that paper. This produces a list of associated papers
which can be clustered in various ways or simply
presented to the user. In our initial implementation
we cluster the results according to the hierarchy in
the MeSH ontology and present them graphically to
the user as described below (section 3.4).

In more detail the exact web services used in the
Graves’ Disease and Williams Syndrome workflows
are as follows (a diagram of the Graves’ Disease
workflow as constructed using the Taverna workflow
editor is shown in figure 2):

1. ParseBLAST (Williams syndrome only)

The ParseBLAST service takes a single
BLAST report as input, from which all the
listed gene ID records are extracted. For each
extracted gene ID a call is made to the Na-
tional Library of Medicine (NLM) servers and
the appropriate gene record is retrieved. Each
gene record is parsed as it is retrieved and any
PubMed identifiers (zero or more) are mined.
The mined PubMed identifiers are compiled
into a list with duplicates removed and returned
to the caller.

2. ParseSwissProt (Graves’ Disease only)

The ParseSwissProt service takes a single
SwissProt record as input. All of the PubMed

identifiers (zero or more) listed in the Swis-
sProt record are mined and returned to the
caller.

3. GetMeSH

The GetMeSH service takes a list of one or
more PubMed identifiers and retrieves a list of
the MeSH terms associated with the paper that
each PubMed identifier refers to. The list of re-
trieved MeSH terms are compiled into a unique
list and returned to the caller.

4. FilterMeSH

The FilterMesh service takes a list of one or
more MeSH terms and removes from that list
any MeSH terms that are deemed to be non-
discriminatory. This is done by calculating the
number of papers for which the MeSH term in
question is a major topic header. If the number
of papers falls above a pre-specified threshold
the MeSH term is removed from the working
list. The original list of MeSh terms with any
non-discriminatory values removed is returned
to the caller.

5. MeSHtoPMID

The MeshtoPMID service takes a list of one or
more MeSH terms and retrieves the PubMed
identifiers of all the papers that have the MeSH
term in question as a major topic header. The
list of retrieved PubMed identifiers is compiled
into a list with duplicates removed and returned
to the caller.

6. Cluster

The Cluster service takes a list of one or more
PubMed identifiers and orders them using the



MeSh tree as an organisational hierarchy. An
XML representation of the MeSH tree with the
supplied PubMed identifiers inserted into the
appropriate nodes in the tree is returned to the
caller.

7. generateCorpus

The generateCorpus service takes a list of one
or more PubMed identifiers and generates an
XML representation of the information held in
the pre-processed Medline database about the
paper corresponding to each supplied PubMed
identifier. These XML representations are re-
turned to the caller.

A demonstration workflow in the XS-
CUFL language can be downloaded from:
http://don.dcs.shef.ac.uk/mygrid-
/demo/xscfl/graves demo.scufl
and a sample input SwissProt
record can be downloaded from:
http://don.dcs.shef.ac.uk/mygrid-
/demo/input/SwissProt.demo. To
run the demonstrator the Taverna workbench
and FreeFluo workflow enactment engine are
also required and can be downloaded from
http://taverna.sourceforge.net/.

3.3 Text Collection Server

As noted in section 3.1 there are good reasons for
separating a set of services that provide general ac-
cess to a text archive from services that may be de-
veloped as part of a workflow and use workflow con-
text together with basic archive services to build be-
spoke text mining capability for workflow users. In
the Graves’ Disease and Williams Syndrome scenar-
ios the text database is all of Medline (1̃5 million
abstracts of biomedical journal papers). We have
pre-processed selected portions of this database us-
ing the AMBIT system [4] to identify references to
biological entities (genes, proteins, chromosomes,
cells, organs, tissues, etc) and certain relations be-
tween entities (e.g. relations of containment, such
as that a specific gene is found in a certain chro-
mosome). Inverted indices have also been built to
support access to all the extracted entities, and also
to all the words, as in conventional free text search
engines. These indices and the associated Medline
abstracts have all been stored in a mySQL database
to which a web-services interface has been added,
enabling this data to be accessed by remote clients,
such as a workflow server or a browser. The pro-
cessing of Medline is the most “intelligent” part of

the text mining technology in the current system, but
since it is not the focus of the present paper we do
not discuss it further here (see [4] for further de-
tails).

3.4 Interface

We provide a web-based front end to Freefluo,
which allows users to enact predefined workflows
without needing to understand the underlying work-
flow definition. The input data may be supplied
by the user. To aid user understanding of the out-
put information generated by the workflow we have
also developed a graphical user interface (see Fig-
ure 3) which aims: (i) to map the information gen-
erated by the workflow operations, usually in XML
or RDF format, into a textual representation that can
be easily read and understood by the user, and (ii)
to enable navigation through this information, sup-
porting the user in knowledge exploration and dis-
covery. Two issues in the development of the in-
terface are platform-wide accessibility and efficient
integration with the background text services. The
former has been achieved by providing the interface
as a Java Swing applet that can be invoked from a
Web browser. For the latter, we have developed co-
ordinated mechanisms between interface and work-
flow that allow for efficient access to text mining re-
sults without requiring the user to know or access
the workings of the underlying components (specif-
ically the functionality in step 7 of the workflow pre-
sented in section 3.2 has been added to the workflow
so as to minimize delays experienced by the user
while navigating the clustered, related document set;
given the clustered document ids the interface could
have assembled the corpus on demand by calls to the
archive server, but smoother browsing can be guar-
anteed by pre-assembling the results corpus as part
of the workflow, which is expected to take fraction-
ally more time in any case).

The interface offers both inter-and intra-
document browsing facilities. Inter-document
browsing is possible through the visualisation of
hierarchical clustering of documents. The cluster-
ing is based on two kinds of features: (i) Medical
Subject Headings (MESH), and (ii) biomedical
terms extracted directly from the texts such as the
names of genes, diseases, species etc. The tree-like
visualisation of such clusters on the interface allows
for easy navigation through the results of a partic-
ular experiment by expanding or collapsing term
nodes that link to subsets of the retrieved document
set. Each document subset is represented as a list of
titles in a text pane, with each title being a hyperlink



Figure 3: Text Services Interface

which, if selected, displays the Medline abstract for
that particular document. The abstract is displayed
with the annotated terms highlighted in various font
colours with correspondence to the term classes of
interest. We believe that this visual form provides
value-added information compared to services such
as Pubmed, as it should be easier for the user to
quickly browse and judge the relevance of the text
content.

In addition, we plan to provide term filtering func-
tionality, in a way that will allow the user to further
reduce a document cluster to a subset that includes
only specific terms of interest such as, for example,
‘alcohol dehydrogenase’, whose selections are acti-
vated by check buttons on the interface. These filters
act as labels for terms that have been extracted by
the text mining back-end and they can be visualised
in tabular or tree format. The availability of both
document clustering and filtering methods and the
combination of these methods in the same visual en-
vironment offers the user a powerful set of possibil-
ities for information searching, browsing and navi-
gation.

4 Conclusion and Future Work

We have described how we have integrated text min-
ing services into a workflow environment designed
to support scientific discovery. Our model con-
sists of three components: (1) a text archive, pos-
sibly pre-processed using any number text analy-
sis or mark-up tools, which is accessible via a web
services interface; (2) a workflow enactment engine
which executes workflows supplied to it, some of the
workflow steps being text mining processes, them-
selves implemented as web services, which a) com-
municate with the archive server to retrieve texts,
possibly pre-annotated, on the basis of an implicit
query constructed from the information produced in
earlier steps in the workflow and then b) manipu-
late these retrieved texts further; (3) a user inter-
face client which initiates workflow execution and
through which results are examined.

The text mining functionality we have delivered
in the model so far is limited, but here the point is
not the current state of this capability, but rather the
utility of the general model. The text mining ca-
pability in the system is currently being extended
in a number of directions. Other approaches to
clustering texts in the expanded documents sets the



are being investigated including term subsumption
[11] and conventional agglomerative clustering and
clustering based on assigning gene ontology (GO)
codes. Algorithms for relation extraction over the
Medline corpus are being developed so that rela-
tions such as interacts with or inhibits can be ex-
tracted and pre-stored at the archive server. Direct,
ad hoc querying capabilities are being developed
for the client via a query language that will support
combined search over free text and extracted seman-
tic information (entity types and relations) to give
the user powerful querying capabilities over mined
text. All of these capabilities will significantly ex-
tend the scope of text mining capability; but all will
build on the model proposed here, which integrates
workflows, web services and text mining to further
support research biologists in the task of knowledge
discovery.
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