On the Importance of Annotating Event-Event Temporal Relationsin Text

Andrea Setzer and Robert Gaizauskas

Department of Computer Science
University of Sheffield
Regent Court
211 Portobello Street
Sheffield S1 4DP, UK
{A.Setzer, R.Gaizauskas} @dcs.shef.ac.uk

Abstract
Many natural language processing applications, such as information extraction, question answering, topic detection and tracking, and
multi-document summarisation, would benefit significantly from the ability to accurately position reported events in time, either relatively
with respect to other events or absolutely with respect to calendrical time. However, only recently has concerted work started on the
automatic extraction of temporal information from text. The overall aim of our work is to automatically establish the temporal relations
holding between events as well as between events and calendrical times in newspaper articles. This information makes it possible
to create a ‘time-event graph’ to represent the temporal information contained in a text, and would in turn support the applications
mentioned above. In this paper we first argue for the superiority of the time-event graph over a time-stamped event sequence as a target
representation for extracted temporal information and discuss the importance of annotating temporal relations. We then give a brief
account of the annotation scheme we have devised which allows us to annotate relational information as well as temporal referring
expressions. We also discuss a pilot study in which we assessed the utility and feasibility of the scheme and the annotation tool we have
developed to aid the annotation process. Finally, we discuss potential improvements in the annotation tool which are aimed at making

the annotation of larger scale corpora possible.

1. Introduction

Many natural language processing applications, such as
information extraction, question answering, topic detection
and tracking, and multi-document summarisation, would
benefit significantly from the ability to accurately position
reported events in time, either relatively with respect to
other events or absolutely with respect to calendrical time.
However, only recently has concerted work been started on
the automatic extraction of temporal information from text.

In addressing the goal of extracting temporal informa-
tion from text, it is necessary to:

1. specify the target temporal representation which we
wish to obtain for a text;

2. identify ancillary information which we may want to
extract because of its utility in arriving at the target
temporal representation (by analogy with, e.g. part-
of-speech tagging or parsing as intermediate goals to-
wards semantic interpretation).

For example, one candidate for target representation is
an association of a calendrical time point or interval with
each event in a text, i.e. a list of pairs of calendrical times
and events. Arriving at this representation might require ex-
tracting additional information, such as temporal relational
information, about events. For example, assigning “before
1984” to an event A might only be possible by recognis-
ing that event B occurs in 1984 and that A occurs before
B. Thus, the capability to determine temporal relations be-
tween events might be a useful component capability in a
temporal information extraction system, even if the infor-
mation identified by such a component is not directly in-
cluded in the target representation.

Our view is that target representation should be a time-
event graph where the nodes in the graph are either times

or events and the arcs are temporal relations. This is some-
what different from the “time-stamping” representation in-
troduced in the preceding paragraph and one of our major
goals in this paper is to argue that it is a superior represen-
tation.

With respect to ancillary temporal information to be ex-
tracted, our view is that time-referring expressions, event
representatives, and temporal relations as signalled by, e.g.
prepositions and temporal adverbials, all convey important
temporal information and should be extracted. This infor-
mation is necessary to derive a time-event graph for a text;
but of course it is useful for creating a time-stamp represen-
tation as well — arguably both necessary and sufficient.

In this paper, we first give an overview over existing ap-
proaches to temporal annotation and information extraction
in Section 2. Then in Section 3. we discuss the importance
of a target representation that captures temporal relations
and describe the annotation scheme we have developed to
do so. Section 4. presents some results of a pilot study
we have conducted based on the scheme. Further improve-
ments to the process of annotation, to support the creation
of larger annotated resources, are discussed in section 5.

2. Overview of Existing Approaches

Existing approaches to capturing temporal information
in text can be divided broadly into the following three
groups: (1) approaches that concentrate on an accurate
and detailed annotation of temporal referring expressions,
(2) time-stamping approaches that aim to associate a cal-
endrical time with some or all events in the text, and (3)
approaches that focus on the temporal relations between
events and times, between events and events or both. We
give a brief overview of existing work on each approach in
this section.



2.1. Annotating Temporal Referring Expressions

The most extensive work on annotating temporal refer-
ring expressions so far has been done as part of the MUC
language technology evaluations or the subsequent TIDES*
and ACE 2 programmes.

2.1.1. MUC Named Entity Task

Between 1987 and 1998 the DARPA-sponsored Mes-
sage Understanding Conferences (MUCs) developed a
quantitative evaluation regime for message understanding
(MU) systems, now generally called information extraction
(IE) systems. The last MUC, MUC-7, was held in 1998,
but related work continues within the ACE workshops. For
more information about the message understanding confer-
ences see MUC (1998).

While MUC evaluations typically defined several eval-
uation tasks, the relevant task here is the named entity (NE)
recognition task, introduced in MUC-5. The NE task re-
quired the recognition and classification of specified named
entities such as persons, locations, organisations, monetary
amounts and, most importantly in the current context, time
expressions (timex). The aim of the timex task was to mark
up time expressions in text using SGML tags and to clas-
sify these expressions using a TYPE attribute. Type DATE
referred to complete or partial date expressions and type
TIME referred to complete or partial expressions of time of
day. Both absolute and relative time expressions had to be
marked up, although these two types were not distinguished
in the annotation.

In the MUC-7 evaluation, the best systems were able to
obtain F-measure scores approaching 94% on this task.

2.1.2. An Annotation Scheme for Temporal
Expressions

Wilson et al. (2001) describe a set of guidelines® be-
ing developed within the TIDES programme for annotating
time expressions and associating with them a canonical rep-
resentation of the times to which they refer. A method for
extracting such time expressions from multiple languages
is also introduced. The main novel features as compared to
the MUC temporal annotation task are:

1. In MUC the task called merely for surface time expres-
sions to be annotated and crudely classified, whereas
the Wilson et al. (2001) guidelines also call for each
expression to be evaluated, i.e., to have associated
with it a normalised representation of the time referred
to.

2. The range of expressions flagged is much wider.

3. Context-dependent time expressions like today are
handled in addition to fully specified time expressions
like September 3rd, 1997. Context can be local (within
the same sentence) or global (outside the sentence).
Indexical time expressions, that require knowledge
about the time of speech, like now are also included.
A corpus study (Wilson and Mani, 2000) showed that

!See http://www.darpa.mil/ipto/research/tides/.
2See http://www.itl.nist.gov/iaui/894.01/tests/ace/.
3The full set of guidelines are available as Ferro et al. (2000)

two-thirds of time expressions in print and broadcast
news are context dependent, so this feature is signifi-
cant.

Wilson et al. (2001) have developed a tagger to do time
expression tagging as described in the TIDES guidelines,
and report F-measure scores of 96.2% on expression iden-
tification and 83.2% on evaluating these expressions.

2.2. Time-Stamping of Events

Annotating temporal referring expressions is only a first
step towards extracting rich temporal information from text.
The approaches introduced in this section aim at ‘stamping’
some or all events in a text with a calendar time — possibly
the time value of an associated temporal referring expres-
sion.

2.2.1. MUC-5and MUC-7 Time Slots

In addition to the Named Entity time expression tagging
task, MUC-5 and MUC-7 also required relations between
times and events to be established as part of the scenario
template task. Participants were required to assign a cal-
endrical time to certain specified event types (joint venture
announcements and rocket launchings, respectively).

Scenario template filling requires the identification of
specific relations holding between template elements. For
example, the MUC-7 scenario template filling task con-
cerned rocket launch events. The scenario template con-
tains information about vehicles, pay load, launch site,
mission function etc. It also contained a slot called
LAUNCH_DATE, which was to be filled with a link to a time
entity which in turn contained slots for a normalised repre-
sentation of the start and end times of the temporal interval
containing the launch event, if the interval could be deter-
mined from the text.

Temporal relations between events and other events
were not explicitly addressed, though insofar as they were
necessary to infer correct slot fills, systems needed to take
them into account. Scores were quite low on this slot re-
flecting the difficulty of correctly assigning to it.

2.2.2. Assigning Time-Stampsto Event Clauses

In the MUC task, times were only to be determined for
the events of interest, the scenario events. A more ambi-
tious goal is to attempt to associate calendrical times or time
intervals with every event in a text.

Filatova and Hovy (2001) describe a method for break-
ing news stories into their constituent events and assigning
time-stamps to them. The time-stamps assigned are either
full specified calendrical dates, sets of dates, closed date
ranges (both end points specified), or date ranges open at
one end or the other, indicating some time before or after
the specified date.

The syntactic units conveying events are assumed to be
simple clauses and they are identified using a parser which
produces semantically labelled syntactic parse trees. Some
problems are ignored in this approach, for example multiple
verbs with different tenses in one sentence.

The time-stamper uses two time-points for anchoring.
One time-point is the time of the article (at the moment
only the date is used and the time of day is not taken into



account) and the other time-point is the last time-point as-
signed within the same sentence. The procedure of time-
stamping is as follows:

1. The text is divided into event clauses
2. All date phrases in the text are extracted
3. Adate is assigned to each event clause based on either

(a) the most recent date phrase in the same sentence,
or

(b) if this is not defined, then the date of the article.

In assigning dates various time assignment rules are
used. When a date phrase is present in the sentence these
rules both take into account nearby prepositions, such on,
after, before, and carry out fuller specification. For exam-
ple if the date phrase is simply a day of the week, then the
article date is also used to derive a date-stamp that is fully
specified with respect to year and position within the year.
If no date phrase is present in the sentence then tense infor-
mation is used to assign a time interval relative to the date
of the article.

After all events have been stamped with a time, the
event clauses are arranged in chronological order. The au-
thors report scores of 77.85% correct time-stamp assign-
ment to event clauses which have been manually (i.e. cor-
rectly) extracted from sample texts of a small trial corpus.

2.2.3. Temporal Semantic Tagging of Newswire Texts

The ultimate goal for Schilder and Habel (2001), as for
ourselves, is to establish the temporal relations between all
events in news articles.

In Schilder and Habel’s approach temporal expressions
are classified into time-denoting expressions that refer to
a calendar or clock time and event-denoting expressions
which refer to events. They view their goal as anchoring
these temporal expression on the absolute time-line, so as
to produce a linearly ordered anchored set of temporal enti-
ties; hence a time-stamp representation appears to be their
target representation. For time-denoting expressions this
may mean resolving indexicals (now, yesterday) or flesh-
ing out expressions like Thursday to fully specified calen-
dar dates. For event-denoting expressions a calendar time
which is the time of the event must be associated with the
event, possibly by extracting temporal relations which are
signalled by prepositional phrases like on Friday. The set of
temporal relations proposed is before, after, incl, at, starts,
finishes and excl (equivalent to Allen (1983)’s relations).

They have developed a semantic tagging system for
temporal expressions in newswire articles. The main part
of their system is a Finite State Transducer (FST) based on
handwritten rules. Their target language is German. The
FST tags all time-denoting expressions, all verbs and an
experimental version tags event-signalling nominal expres-
sions. A semantic representation is then proposed, based
on which inferences are drawn, especially about temporal
relations. In its current state, the FST establishes temporal
relations between times and events. The tagger was evalu-
ated with respect to a small corpus (10 news articles) and
an overall precision rate of 84.49% was achieved.

2.3. Annotating Temporal Relations

The work described in the preceding section aims at as-
sociating a calendar time with some or all events reported
in a text, but none of these approaches view the identifica-
tion of temporal relations as a explicit goal in its own right.
These temporal relations are clearly of importance, even for
time-stamping approaches. The work described in this sec-
tion, as well as the approach we develop in the next section,
address temporal relations directly.

2.3.1. Annotation of Intrasentential Temporal
Information

Katz and Arosio (2001) aim to create a large multi-
lingual corpus, in which intrasentential temporal relations
are tagged in addition to standard morphological and syn-
tactic features. To aid this, they have developed a language-
neutral and theory-neutral method for annotating sentence
internal temporal relations. With this corpus, Katz and Aro-
sio (2001) hope to be able to automatically acquire the lex-
ical knowledge required for determining temporal interpre-
tation in narrative discourse.

A temporal interval is associated with each verb in the
sentence; it is the temporal relations between these inter-
vals that are of concern. The temporal interpretation should
be closely linked to the syntactic context (which is of im-
portance since it is not known beforehand to what degree
the cues used by the speaker are lexical and to what degree
they are grammatical). This linking is needed to keep track
of both the semantic relations among times as well as the
syntactic relations among the words in the sentences that
refer to these times.

The authors add a layer of semantic annotation to al-
ready syntactically annotated text. The verbs in the sen-
tence are linked via secondary edges labelled with a tem-
poral relation. Precedence and inclusion and their duals are
the possible relations. Indexical information is included by
introducing the symbol o for the speech time, which is au-
tomatically prefaced to all sentences prior to annotation.

A searchable multi-language annotated treebank has
been created where each sentence is stored in a relational
database with both syntactic and temporal annotations.
This makes is possible to query the corpus (“Find the sen-
tences containing a relative clause which is interpreted as
temporally overlapping the main clause” (Katz and Arosio,
2001)).

This work is valuable, especially for linguists inter-
ested in the studying, cross-lingually, the complex inter-
relationship of lexical and syntactic mechanisms used to
convey temporal relations between events in the same sen-
tence. However, if one’s goal is extraction of the full tem-
poral content of a text, it is limited in only considering in-
trasentential temporal relations.

3. Annotating Temporal Information in Text

From the preceding overview of existing work on tem-
poral information extraction it is clear that the bulk of work
so far has gone into the identification of temporal referring
expressions and the assignment of time-stamps to events.
Only Katz and Arosio (2001) focus directly on the prob-



lem of identifying temporal relations between events, and
in their case only between events in the same sentence.

In this section we start by arguing that a time-event
graph, in which not all events are necessarily directly an-
chored on a time-line, is a superior target representation for
a text to a time stamped representation. We then present
the conceptual underpinning for the approach we advocate
for annotating temporal information in text, followed by the
details of the annotation scheme itself.

3.1. Why Annotate Temporal Relations?

Recall that a time-event graph is a graph in which the
nodes are either times or events and the arcs are temporal
relations. There are two principal arguments for preferring
a time-graph representation to a time-stamp representation.

First, in many cases texts position events in time only
by relation to other events and any attempt to coerce these
events onto a time-line must either lose information, invent
information, or rely on a notion of an underspecified time
point constrained by temporal relations (i.e. introduce a
representation of temporal relations by the back door).

Consider this example:

After the plane crashed, a search was
started. Afterwards the coast guard reported
finding debris.

and assume that an earlier sentence specifies the calendrical
time of the plane crash.

An approach attempting to map the information pre-
sented in this example onto a time-line is faced with the
situation depicted in Figure 1.
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Figure 1: A Time-line Representation

While the crash event can be placed on the time-line
the other two events cannot. Either time points must be
guessed, or an interval be assigned. The first option is
clearly not satisfactory. But if an interval is assigned the
only possible interval, for both the searching and finding
events is the interval from the crash till the date of the arti-
cle. But if this is assigned to both events then the informa-
tion about their ordering with respect to each other is lost.

A simpler representation which while not attempting to
be as specific actually carries more information is shown in
Figure 2.

This representation preserves the information that the
searching event precedes the finding event, without forcing
any early commitment to points on a time-line.

The second argument for preferring a time-event graph
representation that captures event-event temporal relations
as well as time-event relations is that to position events on
a time-line accurately requires the extraction of event-event
relational information. In the example, the placing of the

finding debris

at before
time of date of
crash article

Figure 2: A Time-Event Graph Representation

searching and finding events in the interval between the
plane crash and the date of the article requires the recog-
nition that these events occurred after the crash as signalled
by the words “after” and “afterwards”. Without identifying
the relations conveyed by these words the searching and
finding events could only be positioned before the time of
the article, and not following the plane crash. Thus, even if
a time-stamp representation is viewed as the best target rep-
resentation, achieving it requires the extraction of temporal
relational information. In this case adopting a time-event
graph as an intermediate representation is still a good idea,
which begs the question of why it should not simply be
taken as the final target representation.

3.2. Conceptualising Time

Before we describe the annotation scheme we have de-
veloped, we will very briefly explain what kind of tempo-
ral entities and relations we suppose exist. We presume
the world contains the following primitives: events, states,
times, temporal relations and event identity. Each primitive
is described briefly below.

Events Intuitively an event is something that happens,
something that one can imagine putting on a time map.
Events can be ongoing or conceptually instantaneous, we
do not distinguish between these. What defines an event is
very much dependent on the application and domain, but
generally events have to be anchorable on a time-line and
they are usually conveyed in language by finite verbs or by
nominalisations. Examples of events are:

A small single-engine plane crashed into the At-
lantic Ocean.

The 1996 crash of the TWA 747 remains unex-
plained.

Times Like events, times can be viewed as having extent
(intervals) or as being punctual (points). Rather than trying
to reduce one perspective to the other, the focus of much of
the philosophical debate on time, we shall simply treat both
as time objects. A time object must, however, be capable of
being placed on a time-line (fictional or real).

Following general convention, and the approach taken
in MUC, we distinguish between two classes of time ob-
jects, DATES and TIMES, time objects which are larger or
smaller than a day, respectively.

States A state is a relation between entities or the holding
of an attribute of an entity which, while capable of change,
is ongoing over a time span, usually longer than the time
span covered by the text of interest. Examples are:

The plane, which can carry four people, ...



The water is about 125 feet deep in that area.

Typically, a change of state constitutes an event. At this
point we are less interested in states, and we have not taken
them into account in our annotation scheme.

Temporal Relations Events stand in certain temporal re-
lations to other events and to times. Times are temporally
related to other times as well, but this phenomenon is not
only very rarely explicitly expressed in text, it is also of
lesser importance and is not taken into account here.

The plane crashed after the pilot and his crew
gected.

A small single engine plane crashed into the At-
lantic Ocean on Wednesday.

The full set of temporal relations we suppose at present
is { included, includes, after, before, simultaneous } . This
is a minimal set, which was defined after analysing a num-
ber of newspaper articles, and can easily be expanded.

3.3. TheAnnotation Scheme

Given this conceptual framework, we can describe the
annotation scheme we have defined. For more details see
Setzer and Gaizauskas (2000).

Annotating Events Events are marked by annotating a
representative in the clause conveying the event. The first
choice for a representative is the head of the finite verb
group. If a nominalisation conveys the event, then the head
of the nominalisation serves as the representative. In the
rare case of an event being conveyed by a non-finite clause,
the non-finite verb is marked as the representative.

An events carries attributes for some or all of the fol-
lowing properties: unique event ID, event class, verb tense,
verb aspect, other event to which it is related and tempo-
ral relation by which it is related, time object to which it
is related and temporal relation by which it is related, the
word(s) by which the temporal relation is signalled, and the
ID of events it might have as an argument. For example,
ignoring temporal relations for the moment:

A small single-engine plane

<event eid=16 class=OCCURRENCE tense=past>
crashed

</event>

into the Atlantic Ocean about eight miles off New

Jersey

Annotating Times We distinguish between simple and
complex time referring expressions. Simple time referring
expressions refer to times directly, as in example (1). Com-
plex time referring expressions, as in (2), refer to a point in
time by relating (after) an interval (17 seconds) to an event
(hearing the sound). The point in time referred to is the
point at the end of the interval.

(1) last Thursday
(2) 17 seconds after hearing the sound ...

For simple time referring expressions we annotate the
whole text span conveying the time-object:

<timex tid=5 type=DATE calDate=12041997>
last Thursday </timex>

Each time referring expression has a unique ID, an at-
tribute flagging whether it is a time or a date, and an at-
tribute carrying the calendar date the expression refers to.

Complex time referring expressions, like the one in ex-
ample (2), include a time interval (17 seconds), a preposi-
tion (after) and an event (hearing the sound) or time. The
way these are annotated is similar to the way events are
annotated. The interval is chosen as the representative for
the time referring expression and related to the event ex-
pression via the temporal relation, usually signalled by the
preposition.

<timex tid=5 type=complex eid=3 signallD=7
relType=after> 17 seconds </timex>
<signal sid=7> after <signal>

<event eid=3> hearing</event> the sound...

Annotating Temporal Relations Events and times can
be related to other events or times. If two events are related
then one of the events carries the 1D of the other as well as
the temporal relation in which they stand to each other. If
an event is related to a time then the event carries the 1D
of the time object and the temporal relation. In either case,
if the relation is signalled explicitly in the text, then the ID
of this signal is an attribute as well, as the following two
examples illustrate.

All 75 people on board the Aeroflot Airbus
<event eid=4 class=OCCURRENCE tense=past
relatedToEvent=5 eventRelType=simultaneous
signal=7>
died </event>
<tr_signal sid=7> when </tr_signal>
it
<event eid=5 class=OCCURRENCE tense=past >
ploughed </event>
into a Siberian mountain.

A small single-engine plane

<event eid=9 class=OCCURRENCE tense=past
relatedToTime=5 timeRelType=included
signal=9>

crashed </event>

into the Atlantic Ocean about eight miles off

New Jersey

<tr_signal sid=9> on </tr_signal>

<timex tid=5> Wednesday </timex>.

If the temporal relation is implicitly expressed, then the
only difference is that the attribute for the signal is simply
left out.

One problem with this annotation scheme is that it is
not possible to relate one event to two or more other events
or times, though by and large we have not found this to be
a problem in annotating real text. This problem has been
addressed by the TERQAS* workshop, which is working
towards defining a general time markup language and has
adopted many aspects of the current annotation scheme.

“See http://www.cs.brandeis.edu/ jamesp/arda/time/.



The solution proposed there is to introduce independent
SGML LI NK entities, which consume no text, to serve
as relational objects tying events and times together. One
event can then participate in as many links as is necessary.

4. ThePilot Study

To study the feasibility of the annotation scheme and to
gain insight into the linguistic mechanisms conveying tem-
poral information in text, we have applied the annotation
scheme to a small trial corpus.

4.1. TheCorpus

The trial corpus consists of 6 newswire articles taken
from the New York Times, 1996, which were part of the
MUC7 (MUC, 1998) training data. Basic statistics about
the corpus are presented in table 1.

sentences | words | number of
annotators

textl 26 448 3
text2 18 333 2
text3 13 269 3
text4 13 213 2
texts 10 211 3
text6 13 399 3
total || 93 | 1873 | 3

Table 1: The corpus

Each text was annotated by either two or three annota-
tors, in addition to one of the authors, who produced what
in the following is taken to be the ‘gold standard’ or ‘key’
annotation.

4.2. TheProcess of Annotation

The annotation takes place in two stages, both of which
are described briefly in this section. To aid the annotator
with her or his task, we have developed an annotation tool
which not only allows the annotation of the information re-
quired by the scheme but which also interactively supports
the annotator during the second phase, where additional
temporal relations are established.

Stagel During Stage I, all event and time expressions are
annotated as well as all signal expressions. Afterwards,
those temporal relations that are explicitly expressed, e.g.
by temporal prepositional phrases or subordinate clauses,
and hold between events or events and times are established
and stored as event attributes. Some implicitly expressed
temporal relations are also established during this stage, for
example, when events are clearly positioned in time but the
signal expression has been omitted, as in Thearmy said Fri-
day|[...]. In addition, ing-clauses without a subject can also
be used to implicitly express a temporal relation between
two events and are annotated during this stage.

Stage Il The annotation scheme we have developed is
aimed at establishing as many temporal relations in the text
as possible. To relieve the burden on the annotator, and
to increase the number of temporal relations annotated, we

introduced stage Il, which is cyclical in nature. Based on
the information available, which in the beginning consists
of the events, times and the temporal relations annotated
in stage I, all inferences possible are drawn, according to
an axiomatisation of the temporal relations included, in-
cludes, after, before, ssimultaneous. This is conducted auto-
matically by the annotation tool which computes the deduc-
tive closure over these temporal relations. If the temporal
relation between any pair of events or events and times is
still unknown, the annotator is prompted for one of these °
and, again, all possible inferences are automatically drawn.
The process continues until every event-event and event-
time pair in the text has been related.

4.3. TheResults

In this section, we briefly describe the distribution of
temporal phenomena over the trial corpus, as far as this is
relevant to the issues discussed in this paper. Note that al-
though this is a trial corpus, the results are indicative. We
will not talk here about recall and precision values of the
individual annotators with respect to the gold standard here
— see section 5. For more information about the pilot study
and its outcome see Setzer (2001).

Table 2 shows the number of event expressions, time
expressions, and the number of event-event relations anno-
tated in each text of the corpus in Stage | of the annotation
process — i.e. these are the temporal relations that are ex-
plicitly expressed in the texts.

# # # # #

sen- | words | event event- event-

tences expr. event time
relations | relations

textl 26 448 40 10 12
text2 18 333 30 10 5
text3 13 269 19 7 3
text4 13 213 27 5 0
texts 10 211 16 1 4
text6 13 399 26 13 5

total | 93] 1873 | 158

46 | 30

Table 2: Number of event expressions and explicit temporal
relations per text

Table 3 shows for each text the number of event and
time expressions in the text, the number of explicit tempo-
ral relations annotated in Stage I, the number of relations
inferred from these without any further input from the an-
notator, the number of relations solicited from the annotator
(i.e. the implicit temporal relations), and the number of in-
ferred temporal relations overall.

4.4, Discussion

In Section 3.1. we criticised the time-stamped event se-
quence as a target representation on two grounds:

1. Forcing events to be placed on a time-line may re-
sult in the loss of event-event ordering information,

SNote that unknown is a possible value for a temporal relation
here.



event | annotated inferred | soli- total
+ time ev.-ev. relations | cited inferred
expr. and | basedon rel. | relations

ev.-time | annotated

relations relations
textl 32+11 10+ 12 222 124 1005
text2 26 +5 10+5 122 93 380
text3 17+3 7+3 21 49 141
text4 18+0 5+0 8 45 120
text5 10+4 1+4 13 18 110
text6 24 +5 13+5 107 52 514
total | 127 + 28 | 46 + 29 | 493 | 381 | 2270

Table 3: Annotated, solicited, and inferred temporal rela-
tions

since the time-stamps assigned to distinct events may
be identical even though we know the events occurred
at separate times and know their order.

2. Event-event relational information must be extracted
in order to position events on a time-line. Given this,
why not choose a target representation that includes
this richer information.

While both of these observations are true in general,
ideally we would like to substantiate them empirically and
quantitatively with respect to the trial corpus. Unfortu-
nately we have not as yet been able to carry out the analysis
for the whole corpus. However, we have chosen one text
from the corpus (text6) and investigated it in detail.

To corroborate the first point above, we read text6 and,
assuming perfect knowledge of the temporal information
contained, then represented this information on a time-line,
associating an interval with each event. In other words,
without worrying about how the temporal information is
extracted we time-stamped each event, where each time-
stamp contains a start and end time expressed as calendar
dates or, for at most one of the times, a symbol indicating
the time is unknown.

For example, the sentences A senior investigator |ooked
at the wreckage Tuesday and Flight 800 exploded midair 20
days before Tuesday and then plunged into the ocean® can
be represented on a time-line as shown in Figure 3.

exploded
plunged looked
[ ] [ ]
L | L |
20th day Tuesday
before Tuesday

Figure 3: Example of a time-line Representation

Note that the events exploded and plunged have to be
associated with the interval which encompasses the 20th

5The sentences have been slightly altered to make them more
comprehensible out of context, but the temporal information they
convey is the same as in the original text.

day before Tuesday. We have lost the information that the
plane plunged into the ocean after the explosion. This in-
formation can be easily represented in a time-event graph,
as shown in figure 4.

before before

[ exploded H plunged

Figure 4: Example of a time-event graph Representation

Overall, 7 event-event relations that were explicitly
mentioned in the text were lost in the time-line represen-
tation. While we have not performed the detailed analysis
to let us say how many of the 514 inferred temporal rela-
tions in text6 are dependent on these 7 relations, it seems
fair to assume that a significant number are.

To corroborate the second point we investigated how
many of the 107 relations inferred for text6 from the explic-
itly annotated event-event and event-time relations resulted
in new event-time relations involving events for which no
event-time relation existed already. This corresponds to the
intuitive notion of how many events are placeable on the
time-line solely due to event-event relational information.
For text6 we discovered that 20 of the 107 new relations
were time-event relations for events for which no previous
time-event relation existed. These 20 relations mentioned
4 distinct events (i.e. these 20 relations involved relating 4
events to different times, perhaps redundantly, but also po-
tentially defining separate start and end points for intervals
associated with them). Thus, 4 of the 24 events in text6 can
be placed on a time-line using event-event relational infor-
mation which is explicitly present in the text — positional
information that otherwise would either be lost or require
knowledge of implicit relations to extract.

Finally, we can make the general observation of the trial
corpus that from 127 event-event relations plus 28 event-
time relations, a total of 2270 additional temporal relations
has been inferred. Even though we do not have the ex-
act figure of how many of these inferred temporal relations
are based on annotated event-event relations, it seems likely
that the event-event relations contribute significantly to the
number of relations inferred. We base this observation on
the fact that there are nearly twice as many event-event re-
lations as event-time relations annotated, and that subse-
quent inferences in the deductive closure calculation build
on these initial relations. This observation adds weight to
our claim that annotating event-event relations is important
for temporal information extraction.

5. Improvementsto the Annotation Process

The pilot study has shown that the interannotator agree-
ment and the recall and precision figures need to be im-
proved and that the burden on the annotator needs to be
lessened, before the annotation scheme can be used to cre-



ate a larger corpus. Larger corporawill be necessary to train
and evaluate temporal information extraction systems.

In Setzer and Gaizauskas (2001) we identified five main
causes of low annotator precision and recall scores (with
respect to the gold standard): imprecision/incompleteness
of the guidelines; imperfect annotator understanding of the
task; intrinsic difficulty of identifying the appropriate tem-
poral relation in some cases; annotator fatigue; and anno-
tator carelessness. In this section we do not address all of
these problems, but focus on a number of proposals to en-
hance the annotation process, thereby lightening the load on
annotators and increasing the accuracy of the annotations.

Pre-tagging An automatic first annotation pass could be
used to reduce the amount of manual annotation and to raise
recall. A part-of-speech tagger or word group parser, could
be used to mark up finite verbs and signals and a time ex-
pression tagger such as Wilson et al. (2001)’s could be used
to tag time referring expressions. Using the corpus as an
indication, we know that a large percentage of the finite
verbs will indicate events and the annotator can easily add
attribute information to those or delete the mark up of mis-
takenly flagged verbs which do not indicate events. The
high accuracy of time expression taggers mean that most of
the work of tagging time expressions would be done auto-
matically with the annotator left only to confirm details and
scan for missed expressions.

Signals are a slightly different case. These are mostly
prepositions and subordinating conjunctions, but a smaller
number will have to be marked up. Here we have two op-
tions. We can mark up all prepositions and conjunctions
and leave it to the annotator to delete inappropriate anno-
tations, which is an easy process. Alternatively we could
only automatically annotate those prepositions which are
followed by a time referring expression. This approach car-
ries the danger of not pre-annotating all signals, and the an-
notator, concentrating on the pre-annotated sections, might
not catch all signals.

Intelligent Interaction with the Annotation Tool: Ques-
tion Ordering The second phase of stage Il of the an-
notation process, during which the deductive closure over
the temporal relations is calculated and the annotator is
prompted for unknown temporal relations, is problematic
for the following reasons.

1. It is a long process, during which the annotator was
prompted for 62 temporal relations per text on aver-
age, even for the short texts in the pilot corpus.

2. There is, for now, only marginal consistency checking
and it is not possible to correct errors. Once the anno-
tator notices that she or he made a mistake earlier in
the process, then the whole stage 1l annotation process
has to be restarted.

One possible solution for the first problem would be to
optimise the order in which unknown temporal relations are
prompted for. As we explained in section 4.2., after each
temporal relation solicited from the user, all possible infer-
ences are drawn. The larger the number of the inferences,
the smaller the number of remaining unknown temporal re-
lations will be. The following simple example illustrates

the effect non-optimal soliciting can have. Imagine four
events, forming a ‘precedence chain’:

e <ex<ez<ey

Imagine also that the link between e, and eg is missing in
the response:

e; < es ez < ey

If the first question establishes the temporal relation
holding between e, and eg, then all other temporal rela-
tions can be inferred, based on the transitivity of before.
The temporal model can be completed with one question.
However, the order of questioning could be very different,
establishing the temporal relations between e; and e4, then
between e; and e3, es and e4 and then between e; and es.
In this case four questions are asked to establish the rela-
tions holding between them.

Thus, question order can be important in determining
how many questions the annotator ultimately gets asked.
Clearly, one wants to minimise the number of questions
asked, but it is not clear (to us) whether there is a ques-
tion order that is guaranteed to minimise this number, and if
so how to determine it. We propose to investigate initially
a naive approach in which given two temporally-ordered
event chains we first ask questions which attempt to link
their end points, simply on the grounds that such questions
could lead to maximal gains. However, considerably more
empirical and theoretical investigation needs to be carried
out here.

Intelligent Interaction with the Annotation Tool: Cor-
recting Mistakes The second point requires a more elab-
orate solution. Once an incorrect temporal relation has been
added an indeterminate number of further incorrect infer-
ences may have been drawn on the basis of it. Two solu-
tions suggest themselves:

1. Provide the possibility of check-pointing, i.e. saving
intermediate stages to which the annotator can return
when an error has been detected. This could be done
automatically after each new user-solicited relation is
added. This has the advantage of being easy to imple-
ment but the disadvantage of erasing possibly correct
temporal relations added after the error, but indepen-
dently of it, with the consequence that work that will
have to be redone unnecessarily.

2. Implement a sort of truth maintenance system (Doyle,
1987; de Kleer, 1987), whereby only the incorrect
temporal relation and those temporal relations which
were inferred from it are deleted. This has the advan-
tage of minimising the amount of work the annotator
needs to redo unnecessarily, but the disadvantage of
being more complex to implement.

Clearly the second solution is the better in the long run,
as annotator effort is the chief quantity to conserve. We are
working on solution whereby all temporal relations added
to the temporal fact database record with them a justifica-
tion which includes a reference to any facts from which
they have been derived. Removing a temporal fact f then
becomes a recursive procedure which begins with a search



for all facts f’ whose justification mentions f followed by
a recursive call to delete f'. This will ensure that all depen-
dents of f will be removed, while not touching any facts,
solicited or derived, that may have been added after f in the
annotation process, but which are logically independent of
it.

6. Conclusion

We have argued that when extracting temporal infor-
mation from texts a target representation, such as a time-
event graph, which explicitly admits event-event temporal
relations as well as time-event relations, is superior to one
which does not, such as a time-stamped event sequence rep-
resentation. In essence the arguments are that a time-stamp
representation forces overspecification leading to informa-
tion loss, and that event-event relations must be extracted
even if a time-stamp representation is the target, and hence
might as well be retained.

We also described the annotation scheme we have de-
veloped, which enables us to annotate temporal relations
as well as events and time referring expressions, thus pro-
viding the necessary information to build time-event graphs
for texts. A trial corpus which we constructed based on this
scheme was described and used to corroborate the argument
in support of the time-event graph approach.

One potential practical argument against the time-event
graph approach is that building annotated resources captur-
ing the required information is costly and error-prone. In
the final section of the paper we introduced ideas for im-
proving quality and reducing effort in the annotation pro-
cess, improvements which we hope will make future larger
scale application of the annotation scheme feasible.
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