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Abstract
This paper presents a novel approach to automatic captioning of toponym-referenced images. The automatic captioning procedure works by summarizing multiple web-documents that contain information related to an image’s location. Our summarizer can generate both query-based and language model-biased multidocument summaries. The models are created from large numbers of existing articles pertaining to places of the same “object type”. Evaluation relative to human written captions shows that when language models are used to bias the summarizer the summaries score more highly than the non-biased ones.
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1 Introduction
In recent years the number of images on the web has grown immensely, facilitated by the development of cheap digital hardware and the availability of online image sharing social sites. Many of these images are tagged only with place names or contain minimal captions that include locational information. This small amount of textual information associated with the image is of limited usefulness for image indexing, organization and search. What would be useful is a means to generate or augment captions automatically based on existing data.

Attempts towards automatic generation of image captions have been previously reported. Deschacht & Moens [6] and Mori et al. [14] generate image captions automatically by analyzing image-related text from the immediate context of the image, e.g. the surrounding text in HTML documents. The authors identify named entities and other noun phrases in the image-related text and assign these to the image as captions. Other approaches create image captions by taking into consideration image features (colour, shape and texture) as well as image-related text [22, 14, 4, 7, 3, 15, 8]. These approaches analyze only the immediate textual context of the image. However, generating image captions based on the immediate context of the image can result in an image description which does not describe the image at all. Marsch & White [13] argue that the content of an image and its immediate text have little semantic agreement and this can, according to Purves et al. [16], be misleading to image retrieval.

Furthermore, these approaches assume that the image has been obtained from a document. In cases where there is no document associated with the image, which is the scenario we are principally concerned with, these techniques are not applicable.

In this paper, we propose a technique for automatic image captioning or caption enhancement starting with only a set of place names pertaining to an image. The technique applies just to images of static features of the built or natural landscape (e.g. buildings, mountains, etc.) and not to images of objects which move about in such landscapes (e.g. people, cars, clouds, etc.).

Our approach is based on extractive multi-document summarization techniques, where the documents to be summarized are web-documents retrieved using the place names associated with an image. In earlier work [1] we have shown that in this scenario query-based summaries outperform generic summaries, i.e. extractive summaries of multiple web pages retrieved using the place names which bias the summarizer to include sentences mentioning these place names tend to be better than generic summaries of the same pages. However, the resulting summaries were still far from ideal. We examined information selected by humans for inclusion in a caption from the same place-name-retrieved web-documents made available to the summarizer and observed high levels of agreement between humans on which information to include. This led us to hypothesize that humans have a conceptual model of what is salient regarding a certain scene or object type (e.g. church, bridge, etc.) and that they use this in providing a description of the scene or object. Our qualitative analysis of Wikipedia articles (section 2) confirmed this hypothesis.

Given the observation that humans appear to have a conceptual model of what is salient regarding a specific object type, the question arises as to whether we can represent or approximate such a conceptual model in a way that allows us to improve content selection for our caption summaries. While there are many ways this could be done, one simple way is to view a corpus of descriptions of objects of a given type as containing an implicit model of that type and use language models derived from the corpus to bias sentence selection by an extractive summarizer.

In this paper we explore the use of signature words [12] and language models [21] to represent such conceptual models and investigate their impact on the quality of automatically generated image captions. Our
results show that using these conceptual models does indeed improve the results over those of a standard query-based summarizer. In the following we first describe how the object type corpora were collected (section 2) and how language models are generated from these corpora (section 3). Next, we describe the set of our images, their categorization by object type and the retrieval of related web-documents (section 4). In section 5 we present the multi-document summarizer used to capture images. We discuss the results of evaluating automatic summaries against the human created captions in section 6, and conclude the paper in section 7.

2 Object Type Corpora

An object type corpus for our purposes is a collection of texts about a specific static object type such as church, bridge, etc. Objects can be named places or locations such as Parc Guell, etc. To refer to such object names we use the term toponym.

To build object type corpora we categorized Wikipedia articles about places by object types. For this categorization a Wikipedia dump was used. The object types were identified automatically using Is-A patterns in the fashion of [10] and as described in [9]. The Is-A patterns were applied to the first ten sentences of each article. They match sentences which contain the description of an object such as . . . is a . . . <object type>. For Westminster Abbey, for instance, our Is-A patterns found the sentence which contains . . . is a . . . church, extracted church as an object type from this sentence and assigned the article about the abbey to the church category. In this way we collected 107 categories containing articles about places around the world (cf. Table 1).

To assess the accuracy of the categorization we randomly selected 35 object type corpora and 50 articles from each corpus. Then we checked for each of these articles whether it is correctly assigned to its object type. Finally, we calculate an accuracy value for each object type by dividing the number of correctly assigned articles by 50 (cf. Table 2). We observed an average accuracy of 80% for all 35 object types.

---

Table 1: Object types and the number of articles. Object types which are bold are covered by our image set.

<table>
<thead>
<tr>
<th>Object Type</th>
<th>Number of Articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>vintage train</td>
<td>235</td>
</tr>
<tr>
<td>building</td>
<td>150</td>
</tr>
<tr>
<td>university</td>
<td>1506</td>
</tr>
<tr>
<td>shopping center</td>
<td>109</td>
</tr>
<tr>
<td>ski resort</td>
<td>109</td>
</tr>
<tr>
<td>mountain</td>
<td>150</td>
</tr>
<tr>
<td>highway</td>
<td>109</td>
</tr>
<tr>
<td>railway station</td>
<td>109</td>
</tr>
<tr>
<td>airport</td>
<td>109</td>
</tr>
<tr>
<td>landmark</td>
<td>150</td>
</tr>
<tr>
<td>river</td>
<td>109</td>
</tr>
</tbody>
</table>

---

Table 2: Object types and the categorization accuracy.

<table>
<thead>
<tr>
<th>Object Type</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>shopping center</td>
<td>109</td>
</tr>
<tr>
<td>ski resort</td>
<td>109</td>
</tr>
<tr>
<td>mountain</td>
<td>150</td>
</tr>
<tr>
<td>highway</td>
<td>109</td>
</tr>
<tr>
<td>railway station</td>
<td>109</td>
</tr>
<tr>
<td>airport</td>
<td>109</td>
</tr>
<tr>
<td>landmark</td>
<td>150</td>
</tr>
<tr>
<td>river</td>
<td>109</td>
</tr>
</tbody>
</table>

---

Table 3: Information commonly provided among the 20 Wikipedia articles for each object type.

<table>
<thead>
<tr>
<th>Object Type</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>river</td>
<td>name, location, length, width, depth, transport, natural features, human activities, historical significance</td>
</tr>
<tr>
<td>church</td>
<td>name, location, history, architecture, art, religious significance, visitors</td>
</tr>
<tr>
<td>mountain</td>
<td>name, location, height, natural features, human activities, historical significance</td>
</tr>
</tbody>
</table>

---

We examined articles about different objects of the same type to investigate whether they contained recurring information. For this analysis we randomly selected 15 different object types from our entire set of 107. From each object type corpus we selected 20 articles about different objects. For each of the 15 object types we read all 20 associated articles and manually identified information that was repeated in at least two of the 20 articles. For illustration Table 3 shows the results of the analysis for three object types. From Table 3 we can observe that for each object type there is a common case of information used to describe instances of that type. This supports our hypothesis that humans have a shared idea about what is important information for an object type. Capturing this shared idea in conceptual models about object types could be used to bias a summarizer towards sentences that contain the information contained in the models.

3 Constructing Models

For constructing primitive conceptual models of shared information about object types we use two approaches: signature words and generative language models as commonly used in information retrieval. Using these two approaches we build unigram and bi-gram models for each object type using the corpus for that type constructed from Wikipedia articles as described above.

3.1 Signature Words

Signature words are a family of related terms. Lin and Hovy use these terms to bias the sentence selection during the summarization process when creating topic-oriented summaries. They classify documents from the TREC collection as relevant or non-relevant for each given topic. Then, based on the relevant and non-relevant documents they generate for each topic a set of topic related terms or signature

---

1 English Wikipedia dump from 24/07/2008
words. For each term in the set a weight is generated which expresses the importance of the term to the topic. The non-relevant documents are used to filter non-specific words from the topic-related documents. In the summarization process each sentence from the documents to be summarized is checked for whether it contains any word from the set of signature words. The score of the sentence is the sum of the weights of signature words it contains. Lin and Hovy showed that signature words lead to better summaries. Therefore we investigated the usefulness of this idea for the automatic image captioning task.

Similarly to Lin and Hovy we use our object type corpus to generate signature words. For each object type corpus we generate a uni-gram and a bi-gram signature word model:

\[ ngram = \{corpus, [(ngram_1, score_1), ..., (ngram_n, score_n)]\} \] (1)

where \textit{ngram} is either a single word (uni-gram) or two words (bi-gram). Lemmas of the words are used for both uni-gram and bi-gram models\(^2\). The score we use is the count of the n-gram lemma over the entire corpus divided by the most frequently occurring n-gram (to ensure that the n-gram score ranges between 0 and 1).

3.2 Language Models

Language models are used in different fields with different purposes. In information retrieval (IR), for instance, language models are used to retrieve documents relevant to a query. For each document a distinct n-gram language model is derived and used to estimate the probabilities of producing each term in the query [21]. The query is treated as a generation process, i.e. based on each language model the probability of generating each term in the query is computed. The probability of generating the query is the product of terms occurring in the query. Finally, the documents are ranked in descending order based on the probability assigned to the query. Therefore, if terms of a document lead to higher generation probabilities, the more relevant this document is to the query.

As an alternative to the signature word method we also generated language models from the object type corpora. Similar to [21] our language models are used in a generative way, i.e. we calculate the probability that a sentence is generated based on an n-gram language model. As for the signature word models we generate a uni-gram and a bi-gram model from each object type corpus:

\[ ngram = \{corpus, [(ngram_1, prob_1), ..., (ngram_n, prob_n)]\} \] (2)

where again \textit{ngram} is either the lemma of an uni-gram or bi-gram. \textit{prob}_j is the probability of an n-gram calculated using Good-Turing estimation:

\[ \text{prob}(ngram) = \frac{(r + 1) E(N_r + 1)}{E(N_r)} \] (3)

where \textit{r} is the number of times an n-gram is seen, \textit{N}_r is the number of different n-grams seen exactly \textit{r} times in the entire corpus, \(E(N_r)\) is the expected value of \textit{N}_r and \textit{N} is the number of words in the entire corpus. However, in case \textit{r}=0 (an n-gram is not seen)

the probability is calculated as \(E(N_r)/E(N_r N)\). \textit{N}_r is the number of n-grams which have not been seen. It is calculated by taking the square of the number of all seen n-gram types minus their sum.

4 Images & related Documents

Our image collection has 203 different images which are toponym-referenced, i.e. are assigned toponyms. The subjects of our images are locations around the world such as Parc Guell, Edinburgh Castle, etc. We manually categorized these images by object type. For each image we used its toponyms to search for a Wikipedia article using the Yahoo! search engine. We then selected the object type of the image from the Wikipedia article. For the image showing Westminster Abbey, for instance, we used the toponym Westminster Abbey to retrieve the Wikipedia article about the abbey, selected from this article the object type church and assigned the image showing the abbey to the object type category church. This process was repeated for our entire image set. Our images cover 60 of the 107 object types (cf. Table 1).

To generate automatic captions for these images we automatically retrieved the top ten related web-documents for each image from the Yahoo! search engine using the toponym associated with the image as a query. The text from these documents was extracted using an HTML parser and passed to the summarizer.

5 Summary Generation

The image captions are generated using the-MDS (the-multi-document summarizer), an extractive, language independent, multi-document, query-based summarization system implemented in Java. It uses a single cluster approach to summarize \textit{n} related documents which are given as input. The summarizer creates image captions in a three step process. First, it applies shallow text analysis to the given documents. Then extracts features from the document sentences. Finally, it performs sentence selection to create the summary. The latter two tasks are language independent and can be performed for any UTF-8 encoded language. This means that the-MDS needs only a shallow text analyzer for any specific language in order to perform summarization. The three steps are described in more detail in the following subsections.

5.1 Shallow Text Analysis

The-MDS first applies shallow text analysis including sentence detection, tokenization, lemmatization and POS-tagging to the given documents using the OpenNLP tools.

5.2 Feature Extraction

After text analysis, the-MDS represents each sentence in the documents as a vector, where each vector position contains a term (word) and a value which is a product of the term frequency in the document and the inverse document frequency (IDF), a measurement of the term’s distribution over the set of documents [18]. The IDF table is generated from the \textit{n} related documents. Furthermore, the-MDS enhances the sentence vector representation with four further features:

1. \textit{querySimilarity}: Sentence similarity to the query.
2. \textit{sentencePosition}: Position of the sentence within its document. The first sentence in the document gets the score 1 and
the last one gets \( \frac{1}{n} \) where \( n \) is the number of sentences in the document.

3. \( \text{centroidSimilarity} \): Similarity to the centroid.

4. \( \text{starterSimilarity} \): A sentence gets a binary score if it starts
with the query term (e.g. Westminster Abbey, The Westminster Abbey, The Westminster or The Abbey) or with the
object type, e.g. The church.

For calculating vector similarities (querySimilarity and \( \text{centroidSimilarity} \)), the cosine similarity measure is
used [19]. If there is an object type model, then for each
sentence in the documents an additional fifth feature,
the similarity to the given model (modelSimilarity), is added. In case of signature words this \( \text{modelSimilarity} \) is the sum of scores (score) of \( n \)-grams from
a sentence \( S \) found also in the signature word model
\( M \) (cf. Formula 4).

\[
\text{modelSimilarity}(S, M) = \sum_{n\text{gram} \in M \cap S} \text{score}_{n\text{gram}}
\]  
(4)

The \( \text{modelSimilarity} \) score with language models is
calculated according to Formula 5.

\[
\text{modelSimilarity}(S, M) = \prod_{n\text{gram} \in S} (\text{prob}_{n\text{gram}} + 1)
\]  
(5)

In this case the \( \text{modelSimilarity} \) score of a sentence \( S \) is the product of scores (prob) of its \( n \)-grams where the
prob values are obtained from the language model
\( M \). Finally, the feature vector representation of each
sentence is passed to the sentence scoring process.

5.2.1 Sentence Scoring

We have two different approaches (signature word
and language models) to determine the value for the
\( \text{modelSimilarity} \) score. Both models, however, produce
different value ranges for the same feature. To unify
this score we apply a technique similar to the one
described by Alfonseca et al. [2]. The authors produce
a final ranked list for sentences from three different
ranked lists for the same sentence by positioning the
sentence which occurs in the top position in all three
lists also in the top position of the final ranked list.

Following this idea The-MDS calculates the final
sentence score. First, the first four features are used in
a weighted linear combination to rank the sentences
based on Formula 6.

\[
S_{\text{firstScore}} = \sum_{i=1}^{n} \text{feature}_i \times \text{weight}_i
\]  
(6)

The values for the weights are set to .3 for the
querySimilarity, .1 for the sentencePosition, .8 for the
\( \text{centroidSimilarity} \) and .9 for the starterSimilarity.
We obtained these values empirically based on a set of 20
images selected randomly from our larger corpus of
images. None of these 20 images is contained in the
image set that we use for our evaluation. For this set of
20 images we generate summaries with different
weight-value combinations, compare these summaries
with human written captions and keep the weight-
value combination which produces a summary with
the highest ROUGE score.

The first ranking produces a ranked list of sentences
in descending order by the \( S_{\text{firstScore}} \). Then the-MDS
uses the \( \text{modelSimilarity} \) feature to produce a second
ranked list. Like the first ranked list the second list
contains in its first position the sentence with the high-
est score. Finally, the-MDS combines these two lists to
a final ranked list which is used to generate the sum-
mary. To produce the final list the-MDS takes for each
sentence its position from the first and second ranked
list and adds this sentence to the final list with a final
score which is calculated using Formula 7.

\[
S_{\text{finalScore}} = \text{pos}_{\text{firstList}} + 0.1 \times \text{pos}_{\text{secondList}}
\]  
(7)

5.3 Sentence Selection

After the scoring process, the-MDS selects sentences
for summary generation by selecting the sentence from
the first position from the final list, followed by the
next sentence in the list until the compression rate is
reached. As in [17], before a sentence is selected a sim-
ilarity metric for redundancy detection is applied to
each sentence to decide whether a sentence is distinct
enough from already selected sentences to be included
in the summary or not. The-MDS measures lemma
overlap between the words of the current sentence with
the lemmas of previous selected sentences and includes
the current sentence to the summary if the similarity
measure is less than 30\% which is obtained experi-
mentally based on our training set images.

Using the-MDS, query-based (using first four fea-
tures) and model-biased (using all five features) sum-
maries are generated for the image-related documents
obtained from the web. Each summary contains a
maximum of 200 words. The queries used are the to-
ponyms.

6 Evaluation

To evaluate our approach we compared the auto-
matically generated summaries against model captions
written by humans. Model captions were generated
based on image captions taken from VirtualTourist\(^3\).
VirtualTourist is one of the largest online travel com-
panies in the world containing 3 million photos with
captions (in English) of more than 58,000 destinations
worldwide.

As with all information found in online knowledge
sharing systems, there is no quality check for Virtual-
tourist captions. Members can describe places in any-
way they want, resulting in image captions of different
length, coherence, focus, grammaticality etc. To en-
sure a good standard for our model captions we asked
11 human subjects to generate up to four model cap-
tions per object by modifying Virtualtourist captions.
The modifications included deleting personal informa-
tion, ensuring consistency and coherence of the text
and generating a summary of 190-210 words in length
(because our automatic summaries have similar word
counts). An example model summary about Parc
Guell is shown in Table 6. For comparison between
summaries the ROUGE metric [11] is used. ROUGE
compares automatically generated summaries against
human-created reference summaries and can be used
to estimate content coverage in an automatically gen-
enerated summary. Following the Document Under-
standing Conference (DUC) [5] evaluation standards
we use ROUGE 2 and ROUGE SU4 as evaluation met-
rics. ROUGE 2 gives recall scores for bi-gram overlap
between the automatically generated summaries and
the reference ones. ROUGE SU4 allows bi-grams to
be composed of non-contiguous words, with a maxi-
mum of four words between the bi-grams.

\(^3\) www.virtualtourist.com
Table 4: ROUGE scores for the first document (F), Wikipedia (W) and the query-based (qB) baselines. The last 3 columns show z scores and the significance of the Wilcoxon signed ranked test.

<table>
<thead>
<tr>
<th></th>
<th>Recall</th>
<th>F</th>
<th>W</th>
<th>qB</th>
<th>z</th>
<th>p</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>0.84</td>
<td>.099</td>
<td>0.96</td>
<td>-10.4**</td>
<td>.7**</td>
<td>8.9***</td>
<td></td>
</tr>
<tr>
<td>RSU4</td>
<td>0.81</td>
<td>.14</td>
<td>0.14</td>
<td>-10.8***</td>
<td>-8.0***</td>
<td>-8.6***</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: ROUGE results for uni-gram and bi-gram biased models (signature words (WS) and language models (WL)). The first 2 rows show the results for uni-gram and the last 2 rows for the bi-gram models. The last 4 columns show z scores and the significance of the Wilcoxon signed ranked test.

<table>
<thead>
<tr>
<th></th>
<th>Recall</th>
<th>WS</th>
<th>WL</th>
<th>WSQ-WL</th>
<th>z</th>
<th>p</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>0.88</td>
<td>.07</td>
<td>-1.9</td>
<td>-4.4***</td>
<td>-1.5</td>
<td>-8.3***</td>
<td></td>
</tr>
<tr>
<td>RSU4</td>
<td>.115</td>
<td>.118</td>
<td>-2.6**</td>
<td>-4.8***</td>
<td>-1.5</td>
<td>-7.3***</td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>0.88</td>
<td>.074</td>
<td>-2.4**</td>
<td>-5.2***</td>
<td>-1.9</td>
<td>-8.3***</td>
<td></td>
</tr>
<tr>
<td>RSU4</td>
<td>.115</td>
<td>.119</td>
<td>-4.4**</td>
<td>-5.9***</td>
<td>-0.7</td>
<td>-7.3***</td>
<td></td>
</tr>
</tbody>
</table>

As baselines for evaluation we use three summary types. Firstly, we generate summaries for each image using the top-ranked non-Wikipedia document retrieved in the Yahoo! search results for the given toponym. From this document, we create a baseline summary by selecting sentences from the beginning until the summary reaches a length of 200 words. As a second baseline we use the Wikipedia article for a given toponym list from which we again select sentences from the beginning until the summary length limit is reached. Thirdly, we include query-based summaries generated without language models. Table 4 shows the ROUGE scores when baseline summaries are compared to the Virtualtourist model summaries. To assess the statistical significance of ROUGE score differences between multiple summarization results we performed a pairwise Wilcoxon signed-rank test with Bonferroni correction for multiple testing.

Both Wikipedia baseline and query-based summaries score significantly higher than the first document baseline. The Wikipedia baseline scores are also significantly higher than the query-based ones. It follows from these results that the Wikipedia baseline summaries have the best coverage of the content in our model captions. Table 6 shows the Wikipedia baseline summaries about Parc Güell.

Using the same Virtualtourist model captions we also evaluated the uni-gram and bi-gram model-biased summaries. It should be noted that the set of documents we use to generate our summaries do not contain any Virtualtourist related sites, as these are used to generate our model summaries. The results are given in Table 5 and show that the highest scoring summaries are the ones biased with language models. Table 6 shows the language model-biased summary about Parc Güell. In both uni-gram and bi-gram models the language models score significantly higher than signature word models as well as query-based summaries. The signature words summaries perform moderately higher than query-based summaries. However, both signature words and language model summaries are significantly lower than the Wikipedia baseline summaries (Due to limited space Table 5 shows only the comparison between the language model and Wikipedia baseline summaries). These results show that language model biased summaries lead to significant improvement in ROUGE results compared to the query-based summaries. One reason for this might be that the query-based summarizer takes relevant sentences according to the query given to it and does not take into more general consideration the information typically provided for the, albeit simple, object type. Our language models are one way of capturing shared interests about some particular object type. To assess whether and to what extent language model biased summaries contain more shared information than query-based ones, we also qualitatively analyze the sentences in query-based and language model-biased summaries. First, we delete all sentences that occur in both summary types to focus only on differences between the two methods. Then, for each remaining sentence, we check whether it carries one of the facets of information about an object type commonly presented in Wikipedia articles (cf. section 2). If this is the case, the sentence is selected. Finally, we count the number of selected sentences in query-based and language model-biased summaries. Language model-biased summaries covered 76 sentences containing shared information whereas query-based summaries covered only 34 such sentences. While this is not the total number of sentences containing shared information, it highlights the differences between the two summarization methods with respect to capturing shared information about object types. Language model-biased summaries contain 51% more of the information commonly provided in the Wikipedia articles than the query-based summaries. This implies that the model-biased summaries do indeed help to bias the summarizer towards information commonly used for certain object types, which in turn improves the quality of summaries or image captions.

6.1 Discussion

There are several application areas for our automatically generated image captions. They could provide useful information about objects to interested users, e.g. a tourist who is looking for some basic information about a place to visit. Also they could be used as a way to automatically index images. The automatic summary shown in Table 6 could serve both these purposes. It contains only sentences relevant to Parc Güell without any unrelated information. Furthermore, the summary contains terms such as park, Barcelona centre, Gaudi’s creations, etc. These terms could be used to index an image showing Parc Güell, which would potentially provide better indexing than using the park’s name only. Sanderson & Kohler [20], for example, analyzed search engine queries containing place names and other geographic terms such as object types (street, island, lake, etc.), address and direction information, etc. They showed that more than 40% of the queries contained other geographic terms beside the place name. Thus indexing images with the place name and the terms from the automatically

---

4 After Bonferroni correction all effects are reported at a \( p = .0167 \) level of significance. We use the following conventions for indicating significance level in the tables: \(* = p < .0001, ** = p < .001, * = p < .0167 \) and no star indicates non-significance. We also use Wilcoxon test for all pairwise comparisons reported in the text, in which case no correction is applied, and the results are reported relative to significance level \( p<.05 \).
generated caption or summary could indeed lead to better retrieval. This would be the case for all search engine queries which do not contain a specific place name but rather are more general query such as parks in Barcelona. However, one could argue that the same benefits would be achieved by simply taking Wikipedia articles as image captions, rendering multi-document summarization unnecessary for captioning. Our results showed that initial sentences from Wikipedia articles are indeed a tough baseline for evaluation of image captions. One problem with this, however, is that Wikipedia does not contain an article for every location that may be described on the web. In our larger image set, for instance, no Wikipedia article exists for 30 images. This gives us the motivation to further develop multi-document summarization techniques for image captioning.

7 Conclusion

In this work we have proposed an approach to automatic captioning of toponym-referenced images using query-based multi-document summarization techniques. We showed that query-based summarizers biased with a language model for a specific object type perform significantly better than standard query-based summarizers without such models. The language models are generated from object/scene type corpora built from Wikipedia articles which have been automatically categorized by object type. In future work we plan to investigate alternative ways of modeling conceptual knowledge about object types and also ways of producing more coherent summaries. We also plan to investigate the application of the same technique to other languages.
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