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Abstract
Physically-based animation techniques enable
more realistic and accurate animation to be
created. We present a fully physically-based
approach for efficiently producing realistic-
looking, natural animations of facial movement,
including animation of expressive wrinkles.
This involves simulation of detailed models
using a GPU-based total Lagrangian explicit
dynamic finite element (TLED FE) system.
The flexibility of our approach enables detailed
animations of gross and fine-scale soft-tissue
movement to be easily produced with different
muscle structures and material parameters, for
example, to animate different aged skin. While
we focus on the forehead, our approach can be
used to animate any multi-layered soft body.

Keywords: physically-based animation,
facial animation, soft-tissue animation, wrinkle
animation, finite element method

1 Introduction

Facial modelling and animation is one of the
most challenging areas of computer graph-
ics. Currently, most facial animation requires
recorded performance-capture data or models to
be manipulated by artists. However, using a
physically-based approach, the effects of mus-
cle contractions can be propagated through the
facial soft tissue to automatically deform the
model in a more realistic and anatomical man-
ner.

Physics-based soft-tissue simulation ap-
proaches often focus on either efficiently
producing realistic-looking animations for
computer graphics applications [1, 2], or simu-
lating models with high physical accuracy for
studying soft-tissue behaviour [3, 4] or surgical
simulation [5, 6]. The former simulate large
areas, such as the face, with just enough physics
to efficiently produce the desired realism of
animations, and normally only simulate gross
movement using physics-based techniques,
rather than fine details like wrinkles [7, 8]. Such
approaches often use the efficient mass-spring
(MS) method [2, 9], or a physics engine that
focusses on performance and stability [10, 11]

On the other hand, applications with high ac-
curacy requirements often use much more de-
tailed models accurately to simulate small ar-
eas, like a block of skin for wrinkle simula-
tion [4, 12], or they involve small deformations
[5, 13]. These approaches are normally required
to use the more accurate but computationally-
complex finite element (FE) method [6, 3], or
the FE-based but precomputation-heavy mass-
tensor (MT) method [14]. Indeed, increases in
computational power, and the use of GPU com-
puting architectures mean that complex FE sim-
ulations are now possible in real time [15].

By modelling more physics-based behaviour
than current computer graphics approaches, the
aim of this research is to develop a fully
physically-based approach for efficiently pro-
ducing realistic-looking, natural animations of
facial movement, including animation of expres-



Figure 1: Surfaces and volumes of a forehead
soft-tissue model. The volume be-
tween the skull and skin surfaces is
discretised and simulated.

sive wrinkles, focussing on the forehead region
of the face. This involves simulation of fore-
head soft-tissue models (see Figure 1) using
the accurate non-linear total Lagrangian explicit
dynamic (TLED) FE method, which has been
implemented on the GPU for increased perfor-
mance. Our approach can also be used to ani-
mate any multi-layered soft body (not just soft
tissue). The following sections discuss related
work, followed by an overview of our animation
approach, and details of the simulation process,
finishing with example animations.

2 Related Work

2.1 Physically-Based Facial Animation

Physically-based facial animation systems for
computer graphics applications normally con-
sist of muscle and skin models, sometimes along
with a skull model and wrinkle models. Skull
models range from low-resolution offsets from
facial surfaces [16], to accurate models from
medical data [8], facilitating more anatomical
muscle attachments and collision detection. For
increased realism of jaw movement, a rotatable
mandible can be used [2].

Muscles can be represented as vectors [17],
although more realistic approaches consider ge-
ometric [2], or physics-based volumes [18].
Many muscle contraction models are based on a
Hill-type model [18], some of which are biolog-
ically inspired [12]. The direction of contraction
can be approximated as parallel to a central ac-
tion curve [19], or, more anatomically, by using
a fibre field [8].

Various facial soft-tissue models have been
proposed, including physics-engine-based mod-
els that focus mainly on efficiency and stability
[10, 11]. MS models can also be used, and many
MS facial models are based on Terzopoulos and
Waters’ layered model [1], which was modified
by Lee et al. [16], with various enhancements
and different muscle models [9]. With MS sys-
tems, additional functions to simulate, for exam-
ple, incompressibility and volume preservation,
are necessary as these models by default contain
no volume representation [2]. While uncommon
due to their lack of accuracy, the MS method,
and variations of it, can be used for surgical ap-
plications [20].

More anatomical and realistic facial mod-
els have been developed using the FE method
[8, 13]. Muscle activations can be estimated
from performance capture data to drive FE facial
models [8]. However, the FE method is mainly
used with scientific [13, 12] or surgical appli-
cations [5, 6] that require high accuracy, which
normally use simple linear isotropic constitutive
models to simulate small displacements.

2.2 Skin Wrinkle Animation

For computer graphics applications, skin wrin-
kles are usually layered onto a mesh using
texture-mapping techniques [21], which are
computationally efficient and suitable for fine
wrinkles, or by using a heuristic function to
modify the geometry of the mesh [22], which
can produce more realistic looking wrinkles.
Geometric approaches require a high-resolution
mesh, although the resolution of meshes can be
adaptively refined when required during anima-
tions [23]. Some approaches require the wrin-
kles to be specified by the user [24], which
can be blended between poses, whereas others
are calculated automatically [25], although with
less anatomical accuracy. Performance-capture
techniques can also be used to produce wrin-
kle animations [26], which require the facial
or wrinkle model to be configured to the per-
former. Rather than using physics, geometric
or texture-mapping wrinkling approaches have
also be used to layer expressive and aging wrin-
kles onto MS facial models [27, 7].



2.3 Detailed Soft-Tissue Simulation

Multi-layered FE models of small areas of soft
tissue have been developed for accurate sim-
ulation of expressive or aging wrinkles [28,
4], some of which simulate factors such as
anisotropy and viscoelasticity [3]. Complex
constitutive models have also been proposed
specifically to simulate soft tissue [29], which
are able to simulate complex skin properties
such as hysteresis and preconditioning. The MT
method [14] has also been used for such simu-
lations. Due to its efficiency, the TLED algo-
rithm has been used for various non-linear FE
soft-tissue simulations of biological organs [30],
including GPU implementations [15], resulting
in large speed-ups.

Rather than modelling a small area, we fo-
cus on using detailed FE facial models. How-
ever, unlike current such models [8, 13], we also
model detail such as skin layers using volumet-
ric finite elements, which are necessary to sim-
ulate fine details like wrinkles [3], in order to
produce both realistic-looking gross and fine-
scale facial movement in a fully physics-based
manner. Our simulation models are also opti-
mised for GPU simulation. As well as com-
puter graphics applications, due to the detail and
accuracy of the simulations, our animation ap-
proach could also be useful in other fields, such
as biomechanics and surgery.

3 Animation Process Overview

Figure 2 shows an overview of our entire anima-
tion process, which involves three major stages:

1. Creating the surface mesh for an object

2. Creating a suitable simulation model

3. Simulating and visualising the model over
time

The surface mesh can be created using any 3D
modelling software. Extending our previous
work [31], our model creation system is then
used to automatically discretise the volumes en-
closed by this multi-surface mesh (see Figure
1) into a collection of nodes that are connected
to form elements, and compute FE model pa-
rameters to produce a simulation model. These
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Figure 2: The stages of our animation process.

parameters include skin layers and element ma-
terial composition, muscle fibre directions, and
boundary conditions. We use non-conforming
(voxel-based) hexahedral models with bound
surface meshes due to model creation, perfor-
mance and stability advantages [31]. The final
stage of the animation process (the focus of this
paper) involves simulating and visualising the
models using our GPU-based FE simulation and
visualisation system, either interactively or via
batch mode.

4 Model Simulation

Our CUDA-based FE simulation system uses
the non-linear TLED formulation of the FE
method [30], which has various advantages for
simulating soft tissue. Due to the requirement of
a small but efficient simulation timestep, explicit
time integration is highly suited for simulating
the complex non-linear material behaviour of
soft tissue under large deformations, as well as
contact and sliding. Explicit methods are also
inherently parallel, making them suitable for
GPU implementation. To further increase sim-
ulation efficiency, the TL formulation enables
some variables to be precomputed. Being dy-
namic, inertial and damping effects are also con-
sidered.

The procedure to compute a timestep using
our simulation system is summarised by Algo-
rithm 1. The iterations within each loop are in-



Algorithm 1 The process to compute a timestep
for non-conforming elements.

1: for all elements, m do
2: for all integration points do
3: for all muscles overlapping m do
4: Calculate active muscle stresses
5: end for
6: for all materials inside m do
7: Calculate material stresses
8: end for
9: Calculate internal nodal forces

10: end for
11: Calculate hourglass forces
12: end for
13: for all nodes, n do
14: if n not rigid then
15: Calculate nodal displacements
16: end if
17: end for
18: for all sliding nodes do
19: Update nodal displacements
20: end for

dependent, and are therefore computed in paral-
lel on the GPU. Our system has also been op-
timised to exploit the computational advantages
of using the non-conforming models produced
by our model creation process for GPU simula-
tion [31], leading to performance increases of
almost 2x compared with using a conforming
hexahedral simulation mesh. The hexahedral
elements of our simulation models are treated
as reduced-integration 8-node hexahedra, which
have a single central integration point at which
element strains and stresses are evaluated. Fac-
tors such as thermal effects and fluid dynam-
ics are not considered necessary for the level of
accuracy we desire. The following subsections
present details of our simulation approach.

4.1 The Total Lagrangian Explicit
Dynamic Finite Element (TLED FE)
Method

The full formulation of the dynamic TL FE
formulation with explicit time integration has
been presented in previous work [30]. As the
TL formulation calculates deformation with re-
spect to the initial object configuration, the
Green-Lagrange strain tensor, t

0E (at time t

with respect to the initial configuration), is used,
with the work-conjugate second Piola-Kirchhoff
stress tensor, t

0S, to handle the large deforma-
tions and rotations that can occur. Using these,
the principal of virtual work, the basis of the
displacement-based FE method, can be defined:∫

0V

t
0S

t
0δE dV =

∫
0V

tδu tf (B) d 0V

+

∫
0S

tδu tf (S) d 0S (1)

where tu are displacements, tf (B) and tf (S) are
external body and surface forces respectively,
and 0V and 0S are the volume and surface area
over which the forces are applied respectively.

By discretising an object into elements, and
representing the variation of displacement over
elements using shape functions, strain and
stress vectors can be calculated. Relating ele-
ment strains to nodal displacements, the strain-
displacement matrix at element integration point
i, t0B

(i)
L, can be defined as:

t
0B

(i)
L =

(
t
0B

(i)
L1

t
0B

(i)
L2 · · · t

0B
(i)
Ln

)
(2)

t
0B

(i)
La = 0B

(i)
L0a

t
0X

(i)T (3)

where 0B
(i)
L0 is the initial strain-displacement

matrix, constructed from the shape function
derivatives, n is the number of element nodes,
and t

0X
(i) is the deformation gradient. Eval-

uation of stresses at integration points is per-
formed using the strains and relevant constitu-
tive equation. As we use non-conforming mod-
els, the stress vector for an integration point is
a weighted sum of the stress vectors calculated
for each material used by the element.

Using the shape functions, and strain and
stress vectors, and applying equation 1 for each
degree of freedom, this principle of virtual work
becomes following equation of motion:

M tü+C tu̇+ k( tu) tu = tr (4)

where M is the mass matrix, C is the damping
matrix, k( tu) is the stiffness matrix, and tr is
the vector of external forces. Here, forces due
to inertia and damping are separated from the
external body forces. We use a lumped mass
approximation with mass-proportional Rayleigh



damping. Internal node forces, tf , are calcu-
lated as:

tf = k( tu) tu =

∫
0V

t
0B

T
L
t
0ŝd

0V (5)

where t
0ŝ is the second Piola-Kirchhoff stress

vector. To advance simulations, the central dif-
ference time-integration method is used.

4.2 Hourglass Control

While using reduced-integration elements over-
comes the volume-locking limitations that can
occur when simulating incompressible material
like soft tissue [15], a hourglass control tech-
nique is required to reduce the hourglass effects
(zero-energy modes, whereby element deforma-
tions occur such that no strains, and hence no
forces to resist the deformation, are produced)
that can occur, particularly with large strains.
We use a stiffness-based method, which adds ar-
tificial stiffness to elements to constrain the dif-
ferent hourglass modes based on element stiff-
ness [32]. An element hourglass force matrix,
tF

(m)
H , for element m is calculated as:

tF
(m)
H = 0H

(m) tU(m) (6)

0H
(m) = κ · k(m)

Max 0γ
(m)

0γ
(m)T (7)

where 0H
(m) is the hourglass matrix, tU(m) is

a matrix of nodal displacements of element m,
κ is a user-defined stiffness parameter, k(m)

Max is
the maximum element stiffness, and 0γ

(m) is
the matrix of element hourglass shape vectors.
Each row of the hourglass force matrix is an ele-
ment hourglass force vector corresponding to an
element node, and these vectors are added to the
relevant nodal internal forces.

4.3 Muscle Contraction

To enable active muscle stresses to be generated
during simulations, a muscle contraction model
has been implemented. As muscles are trans-
versely isotropic with preferred deformation in
the fibre direction, as well as an active stress
component, this direction is used to compute an
additional passive stress component.

For a particular muscle, the additional stress
produced by the muscle, t

0S
(i,mus), for integra-

tion point i is computed by adding the active

stress, t
0S

(i,act), and additional passive stress,
t
0S

(i,pas):

t
0S

(i,mus) = t
0T

(i,pas) + t
0T

(i,act) (8)
t
0S

(i,act) = tJ tασ
(m)
act fact(

tλ)

· 0d(i,mus) 0d(i,mus)T (9)
t
0S

(i,pas) = tJσ(m)
pas fpas(

tλ)

· 0d(i,mus) 0d(i,mus)T (10)

where J is the Jacobian of the deformation gra-
dient, σ(m)

act and σ
(m)
pas are the active and pas-

sive muscle stress references respectively, both
weighted by the element overlap with the mus-
cle, λ is the muscle fibre stretch ratio, and
0d(i,mus) is the fibre direction. tα ∈ [0, 1] is the
muscle contraction parameter, which is varied
over time according to a function (e.g. linear or
cosine) to simulate muscle contraction. fact( tλ)
and fpas( tλ) are based on those used by Rörle et
al. [18], which follow the tension-length prop-
erties observed by real muscle. These functions
are defined as:

fact(λ) =


− 25

4λ2opt
λ2 +

25

2λopt
λ− 5.25

0.6λopt ≤ λ ≤ 1.4λopt
0 otherwise

(11)

fpas(λ) =


0 λ ≤ 1

0.05(exp6.6(λ−1)−1)
1 < λ ≤ λpas

2.18λ− 2.77 otherwise
(12)

where λopt is the optimal fibre stretch, which is
normally similar to the stretch at which the pas-
sive stress increases sharply, λpas.

4.4 Boundary Conditions

To constrain models during simulations, bound-
ary conditions must be set. With our system, it
is possible to set nodes as rigid or sliding (bound
by a surface). Rigid nodes are simply fixed with
zero displacement throughout simulations, and
can therefore be used to model muscle attach-
ments on the skull, or the roots of retaining liga-
ments. Sliding nodes are used to model material
that is normally attached to, but can slide over a
rigid surface; for example, in reality, superficial



Force Direction

Sliding Node

Direction to Closest

Point on Sliding Surface

Sliding Node

Original Position

1. 2.

3.

Figure 3: Sliding nodes moving along a sliding
surface. The displacement of sliding
nodes before (image 2) and after (im-
age 3) the additional sliding displace-
ment is shown. Note this is a 2D illus-
tration of a 3D process.

facial soft-tissue layers are able to slide over the
stiff deep layers and skull [33], although retain-
ing ligaments normally restrict the separation of
these layers. This sliding phenomenon has of-
ten been neglected in previous work, in which
nodes on the skull are simply treated as rigid
nodes [8, 13].

As we’re using non-conforming models, slid-
ing nodes won’t necessarily lie on the surface
they are bound by. To constrain such nodes
to follow the shape of the restricting surface,
they are forced to maintain a fixed distance away
from this surface. Friction is not considered. As
shown by Figure 3, the displacement of a slid-
ing node, q, is updated after computation of a
timestep to move this node to a position that is
distance d(q,s). (the fixed distance) away from
the sliding surface, s. This additional displace-
ment, u(q,s), is calculated as:

u(q,s) = −b(q,s) · (d(q,s) + b(q,s)

· ‖(p(q) − c(q,s))‖) · (p(q) − c(q,s))

‖(p(q) − c(q,s))‖
(13)

b(q,s) =

{
1 (p(q) − c(q,s)) · n(q,s) < 0
−1 otherwise

(14)

where p(q) is the position of node q, c(q,s) is the
closest point on surface s to node q, and n(q,s)

is the surface normal at this point. To increase

Figure 4: A soft-tissue-block model with
forehead-like muscle structure under
contraction of the frontalis. Insets
show the stresses, where red indicates
high, and blue indicates low stress.

computational performance, a GPU-based semi-
brute-force broad-phase collision detection al-
gorithm with spatial subdivision has been imple-
mented [34] to prune the number of polygons to
be tested when finding the closest surface posi-
tion for each sliding node.

Due to the fixed-distance restriction with non-
conforming elements, our sliding procedure can
limit the ability of elements to adapt to the
shape of the surface as they move, particu-
larly with lower-resolution models and around
highly-curved areas. However, these constraints
help to suitably restrict our models such that
a higher timestep can be used. Alternatively,
the penalty method has been used in related
work [12], although the produced oscillatory
movement can greatly decrease stability, and
only penetration is constrained; for example, the
movement of soft tissue away from the skull of
a facial model would be unrestricted.

5 Animation Examples

Figures 4, 5 and 6 show example animations us-
ing two models: a soft-tissue block model, and a
forehead model. Tables 1 and 2 show the mate-
rial properties that were used (based on those re-
ported in literature [4]), and some model statis-
tics. Muscle parameters were estimated based
on literature [18] and from testing. Each muscle
was assigned an active and passive stress refer-
ence of 5MPa, an optimal fibre stretch of 1 (rest



Figure 5: A forehead model under contractions of the frontalis. The example on the right models skin
as a single layer (material).

Layer
ρ*
(kg/m3)

E
(MPa)

v
Depth
(mm)

SC 11,000 48 0.49 0.02
D 11,000 0.0814 0.49 1.8
H 11,000 0.034 0.49 Remains
M 11,000 0.5 0.49 ∼1
T 11,000 24 0.49 ∼1

Table 1: The neo-Hookean material properties
used for the animation examples.
Key: ρ: Density, E: Young’s Mod-
ulus, v: Poisson Ratio, SC: Stratum
Corneum, D: Dermis, H: Hypodermis,
M: Muscle, T: Tendon
*Includes mass scaling.

length), and λpas (see equation 12) was set to
1.2. As the deep layers are tough and fairly rigid,
these were not modelled, and the superficial lay-
ers simply slide over the skull or bone surface.
An estimated mass-proportional damping scale
factor of 2 was used, and external forces that
have little visual effect on the animations, such
as gravity, were neglected.

Mass scaling was used to greatly increase the
critical timestep, which is roughly proportional
to the material density [15]. The actual density
of each material (∼1100kg/m3 [13]) was scaled
by a factor of 10. Time scaling was also used, re-
ducing the number of timesteps over which the
animations were run. With each example, an-

Detail Skin Block Face
Nodes 485,400 629,178
Elements 414,868 503,530
Element
Length (mm)

0.5 0.5

Table 2: Simulation model statistics

imations with linear variations of muscle con-
traction parameters between 0 and 0.75 over
500ms were produced by varying these param-
eters over 50ms, and playing back the anima-
tions 10x slower. As inertial effects are still rela-
tively insignificant compared to muscle contrac-
tion forces when using such scaling parameters,
the scaling techniques appeared to have little vi-
sual effect on the animations, particularly when
played in real time. The timestep used for each
animation was 5µs, and it took roughly 10.5ms
to compute a single timestep for the forehead
model on an NVIDIA GTX 680 GPU.

Due to the low thickness of the epidermal
layer (stratum corneum) in relation to element
size, the dermis dominates the outer layer of el-
ements. When the material properties of these
skin layers are combined for these elements, this
results in a stiffness much lower than that of
the epidermis alone. The epidermal layer was
therefore assigned an unrealistically high stiff-
ness to produce a large enough difference be-
tween the stiffness of the two outer layers of el-



Figure 6: Variations of the forehead model under contractions of the frontalis using a lower epidermal
stiffness of 24MPa, representing younger skin (left), using higher active and passive muscle
stress references of 50MPa (middle), and where only the frontalis, and not the procerus and
corrugator supercilli muscles, is modelled (right).

ements, which is necessary to simulate wrinkles
[3]. This is unavoidable without using different-
shaped elements that can capture the thickness
of the epidermal layer.

The outer skin surface of the facial mesh was
produced using FaceGen1, while all other sur-
faces were manually created using 3D mod-
elling tools. The simulation models, both of
which have constant soft-tissue thickness, were
then generated using our model creation sys-
tem. As the frontalis has no skull attachment,
the galea aponeurotica has been modelled on
the forehead model (see Figure 1) to anchor
this muscle and restrict soft-tissue movement to-
wards the top of the head when it contracts. The
region of overlap between these structures rep-
resents the smooth blend of fibres. Attachments
of other muscles were defined by rigid nodes at
anatomical attachment locations on the skull.

The animation examples demonstrate the
ability of our approach to produce animation
of realistic large and fine-scale soft-tissue be-
haviour, including wrinkles, on the face. When
considering skin as a single layer (material), like
with many current approaches [8, 13], no wrin-
kles are produced. As shown by Figure 6, by
simply changing the material parameters of a
model, it is possible to achieve different effects,

1http://www.facegen.com/

such as the animation of different aged skin.
Also, by using a different muscle structure, or
a completely different model, different objects
can be animated. This shows the flexibility of
our approach to automatically deform different
human or non-human soft-tissue structures, or
even arbitrary multi-material soft bodies, pro-
ducing animations of both large and fine details
using an accurate physics-based technique.

However, there are some artefacts on the fore-
head model due to the inaccuracy of the surface
mesh. The animations produced are highly de-
pendent on the model and parameters; for exam-
ple, the direction of movement, and wrinkling
behaviour, such as number and size of wrinkles,
depend highly on muscle shape, size and direc-
tion, thickness and parameters of skin layers and
soft-tissue structures, and constrained nodes. It
is therefore likely that much more realistic mod-
els and animations could be produced by using
models generated from more accurate surface
meshes (e.g. from CT and MRI data), rather
than manually created surface meshes, as well
as more accurate muscle parameters.

6 Conclusion

This work has presented a fully physically-
based approach for efficiently producing



realistic-looking animations of facial move-
ment, including animation of expressive
wrinkles. Focussing on the forehead, this
involves simulating non-conforming multi-
layered hexahedral soft-tissue models using
an optimised GPU-based non-linear TLED
FE solver. The simulation process includes
an anatomical muscle contraction model that
generates active and transversely-isotropic
passive muscle stresses, as well as procedures
to constrain nodes. Animation examples have
demonstrated the ability of our process to pro-
duce animation of realistic large and fine-scale
soft-tissue behaviour, as well as the flexibility
to deform different soft-body structures.

However, various improvements could be
made to the simulation process. Multi-
resolution models could be used, for example, to
enable a higher resolution to be employed along
the outer skin surface where wrinkles are pro-
duced. To model the thickness of the epider-
mal layer more accurately, 2D shell elements
could also be attached to the outer skin sur-
face. Future work will focus on experiment-
ing with the models and parameters to produce
more realistic animations of different-aged fore-
head movement, including incorporating more
complex anisotropic viscoelastic material mod-
els into our system. The realism of such ani-
mations could also be increased by considering
plasticity effects to model the increased appear-
ance of Langer lines on older skin.
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