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Abstract. The prevalence of Social Media in sharing day to day in-
formation regarding all aspects of our life is ever increasing. More so,
with access to cheap Internet-enabled devices and proliferation of So-
cial Media applications. Among the variety of information shared, the
most relevant, in the context of this paper is how individuals assess their
surroundings and how they or their loved ones are affected by adverse
events, disasters and crises. Traditional channels of communication often
fall behind in providing timely information for emergency responders to
formulate an accurate picture of the situation on the ground. The role
of Social Media in complimenting such sources of information is thus
invaluable and Social Media has been recognised as a key element of
assessing evolving situations. Timely, accurate and efficient means to ex-
plore and query Social Media is essential for an effective response during
emergencies, and hence this gives rise to a Knowledge Management issue.
Our paper presents our approach to analysing Real-Time Social Media
data streams using Visual Analytic techniques. We discuss the highly
visual and interactive approach we employ to provide emergency respon-
ders means to access data of interest, supporting different information
seeking paradigms.
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1 Introduction

The challenge of gathering a good understanding of large volumes of Social Me-
dia data streams is a significant one. The nature of Social Media itself, being
highly dynamic, multi-lingual, geographically distributed, and highly relevant
to the short-term zeitgeist poses enormous challenges. Additionally, the highly
repetitive and noisy nature of Social Media also adds significant challenges to
analysis efforts. In spite of these challenges, the potential of Social Media is im-
mense and has been recognised as significant in Emergency Response by various
organisations. Social Media empowers analysts with better means to understand
public perception of events and situations on the ground as well as facilitating
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decision making processes for planning rescue operations12 [20, 31]. The Emer-
gency Response domain, owing to the need for the efficient delivery of critical
information for decision makers, requires the assimilation, analysis and visuali-
sation of Real-Time information. How such information can be presented to end
users is a significant research challenge, as evolving situations require means to
ensure the dynamicity of information is communicated. Social Media is multi-
dimensional and hence, the information delivered to users must be communicated
in a multi-faceted paradigm.

The goal of our research is to facilitate exploration of large volumes of Social
Media information for gathering a very quick understanding of a situation at
hand. It is important to note that this paper discusses events and situations
from a broader perspective – events refer to anything that occurs3 that is of
interest to an analyst, while situations relate to the conditions and state of
affairs (including events that occur to shape situations). To this end, we have
developed a system, TUI (Tracking User Intelligence) [13] that exploits various
visualisations and employs different interaction paradigms and approaches to
help users improve their Situation Awareness [11,32] by exploring various facets
of Social Media. The context of our paper is all types of emergencies (major and
minor) and events, but the effectiveness of our solution depends on the volume
of Social Media generated. For example, low scale events such as small accidents
in less populated areas would generate less interest, and hence, minimal Social
Media posts. Our system also explores how users can have access to information
based on temporal windows and can observe the evolution of events.

This paper is structured as follows: the next section describes related work.
Section 3 presents an overview of the TUI interface. Section 4 describes how var-
ious types of information needs are addressed by elements within the framework,
and how they are relevant to Emergency Response. Section 5 briefly discusses
several field studies we conducted in real world examples and we conclude the
paper with lessons learned and a discussion of future work.

2 Related Work

We present related work in two areas: Situational awareness and Visual Ana-
lytics. Situational Awareness in emergencies is paramount to deliver a timely
and effective response [9]. To achieve effective Situational Awareness, emergency
services must collate information from multiple sources and use it to build an
understanding of the current situation and how this may evolve over time [11].
Leveraging data from citizens to build a form of collective intelligence [26], dur-
ing emergencies or for security purposes, is becoming a vital resource for Situa-
tion Awareness [22]. During the 2007 southern California wildfires, two bulletin
boards were set up to facilitate the exchange of information between citizens

1 http://www.unocha.org/top-stories/all-stories/

disaster-relief-20-future-information-sharing-humanitarian-emergencies
2 http://www.unocha.org/hina
3 http://www.complexevents.com/2011/08/23/event-processing-glossary-version-2-0/

http://www.unocha.org/top-stories/all-stories/disaster-relief-20-future-information-sharing-humanitarian-emergencies
http://www.unocha.org/top-stories/all-stories/disaster-relief-20-future-information-sharing-humanitarian-emergencies
http://www.unocha.org/hina
http://www.complexevents.com/2011/08/23/event-processing-glossary-version-2-0/
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and authorities [24]. A later analysis of Twitter postings during the 2009 Red
River flooding [27] indicated that the service was being used by citizens and
communities to collate and propagate information in a concise and responsive
manner. Several systems have been developed to support citizen participation
during emergencies that either directly foster data from citizens through custom
apps [19] or analyse public data stream to extract real-time knowledge [2,29,30].
Existing techniques for searching Social Media involve exploiting entity-based
semantic features [28]; entity mentions, hashtags, URLs and metadata [17]; and
entity annotations coupled with user models for personalised searches [1]. Rec-
ommendations and filtering systems are used to help users reduce information
overload, i.e. recommending links that users may find interesting; using dynamic
semantic models of user interests [2]; recommending posts and friends based on
categories [10,21].

Visual Analytic techniques have been proposed to represent and filter Social
Media at different levels of specificity [15] [4] and to convey information evolu-
tion in the crisis management domain [23]. When visualising large scale Social
Media data, Visual Analytics is mainly used to provide high level overviews. [14]
explores information regarding Social Media campaigns, [23] uses Twitter to un-
derstand the progression of earthquakes and [33] explores trends in emergency
medicine. While these systems manage to efficiently display the chosen informa-
tion, they are limited in the amount of data displayed. Systems with a broader
focus try to capture the properties of generic data, allowing users to filter the
data to items of interest. [15] for example, is a system for visualising and sum-
marising events on Twitter. [8] allows users to explore Real-Time data streams
relating to a given keyword. [3] is a system that improves Situation Awareness
during small-scale crisis response, such as factory fires or music festivals by fo-
cussing on geotagged tweets and employing classification algorithms to identify
messages relevant to specific events. Whilst most Social Media visualisation ap-
proaches rely on geographical and temporal features such as [18], some systems
are starting to exploit the semantic of the data to enhance the visualisations.
Examples of such systems are [6, 12, 15]. [15] uses features such as sentiment
and link popularity to geographically plot the data. [12] uses features such as
sentiment to create news flow diagrams that analyses the evolution of keywords
and sentiments over time. [5] also focuses on interactive colour-coded timeline
displays. [6] cluster groups of users and their evolution over time for a particular
topic.

3 Tracking User Intelligence – An Overview

We designed our solution centering to the different modes of Information Seeking
proposed by Bates [7]. Figure 2 presents the four modes: Searching, Monitoring,
Browsing and Being Aware.

TUI is a multi visualisation platform that consists of multiple views over
different facets of Social Media data. Users can interact with the system via
each visualisation widget or a set of generic query elements to define filters. The
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user interface is separated from the backend processing, in order to deliver a
more responsive performance, and hence our solution consists of two independent
solutions. Several interaction paradigms govern how users can interact with the
system, and therefore, provides multiple ways of engaging with the data. While
being founded on the four information seeking models of Bates, TUI supports
Schneiderman’s well-known information seeking paradigm “overview first, zoom
and filter, and details on demand” [25].

Fig. 1. A Screenshot of the developed system, Tracking User Intelligence (TUI). Five
main sections can be observed (A: Contextual Information Visualisation; B: Content
Presentation; C: Filters; D: Current Selection/filters; and E: Real Time Updates)

Figure 1 shows the four main components of the TUI interface. The interface
is designed to enable users simultaneously access the most important information
that is relevant to their present session. We enable this by providing a set of
tabs (Section A: Contextual Information Visualisation), each presenting a piece
of contextual information depending on the user’s information need. The tabs
(most relevant ones are discussed in the paper) are as follows: Map View (‘Map’),
Timeline View (‘Timeline’), Graph view (‘Graph’), Chart View (‘Chart’), Trend
View (‘Trend’), Freq View (‘Popular’). Map view provides contextual spatial
information on a geographical map, while timeline provides visual summaries on
a temporal scale. Graph view provides topical information, presented as a graph
of topical relation among Social Media messages, where each topic is visually
encoded based on the number of occurrence, associated collective sentiment or
any other parameter that is decided as appropriate. The type of graph that is
deployed depends on the particular use case, and TUI can select from a set of
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candidate graphs based on the number of topics. For example, a typical node-
link graph can present a lower number of topics, but can provide an easier
way of communicating relational information between co-occurring topics. The
Context and Hierarchy chain [16], on the other hand presents a larger number
of topics along with their hierarchical relations but requires a greater amount of
interactivity to understand co-occurring topics. Chart view provides an overview
of the entire dataset, presented as a series of pie charts. Trend view and Freq view
provide advanced scatterplot visualisations to display which topics are trending
and the most shared Social Media posts. The last two views are hidden from a
typical Emergency Responder’s profile, as they are presently under development
and more investigation is needed into the best possible visualisations. These
contextual tabs address the first part of Schneiderman’s paradigm ’overview
first’.

The Social Media posts section (Section B: Content Presentation) shows the
data instances, where each Social Media post is presented as a snippet, chrono-
logically listed. The display of Social Media posts is designed to address the last
part of Schneiderman’s ‘details-on-demand’ paradigm, where the session of user
exploration dictates the relevant content to be displayed. The central part of
Schneiderman’s paradigm, ‘zoom and filter’ is the final filtering section (Section
C: Filters). The filtering interface provides two functions – visual communication
and overviews, and filtering. This section presents tag clouds of several facets of
the data such as authors, places, type of post (photo, video, audio, link etc.), key-
word or hashtag. Additionally, other interaction mechanisms such as text entry
boxes, sliders, calendar widgets and buttons are presented to users for entering
specific filters (or queries). Overall, interactions within Section A and C result
in defining the context of the user’s information needs and eventually retrieve
the content for Section B. The Real-Time Updates section (Section E) provides
a real-time reflection of the background data collection: this informs the user
that in the time that has passed since the last time the visualisations have been
refreshed, there has been a number of new messages that have been collected.
The user has three choices: ignore the message, view only the new messages,
or view all the data that has been collected. The final component presents the
filters and selections that are active on the present exploration session of the
user. These filters are generated by the user by interacting with visualisations
and interface elements from the Sections A and C. Users can disable each filter
by clicking on the (x) button if required.

4 Supporting Multiple Modes of Information Seeking

Within the scope of Emergency Response, Searching involves directed and ac-
tive information seeking activities, where the user has a very specific information
need, and knows the information exists. For example, an emergency responder
is investigating a situation at hand (such as a flood) and is looking for more in-
formation related to the state of rivers overflowing. Monitoring involves the user
having a specific information need, but is unsure if the information exists and
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hence monitors for relevant information. For example, an emergency responder
is aware that flooding is a regular occurrence in a city, and is monitoring the
condition of the city with a higher than usual predicted rainfall. Browsing, on
the other hand involves the user actively looking for any relevant information,
but in an undirected manner. An example of browsing would be an emergency
responder looking for any occurrence of floods within a large geographical area.
Being aware involves the user being passively looking for relevant information
in an undirected manner. For example, an emergency responder looking for any-
thing which can indicate an incident occurring that might be of interest to be
further investigated.

Fig. 2. Four modes of Information Seeking, proposed by [7]

As explained previously, Schneiderman’s information seeking paradigm was
central to the design of the interface. Bate’s information seeking model provided a
basis for understanding how users may need to search/explore/monitor existing
situations using the system. During initial design phases, Bate’s model along
with interviews and focus groups with emergency responders and practitioners
provided realistic scenarios that can explain what are the information needs of
users at different stages of an emergency situation. This section presents four
main scenarios that relate to the different elements of Bate’s model, and how
TUI can be typically used to identify data of interest. It is to be noted that
while all of the aspects of the model requires active searching, the manner in
which the user can trigger the searches and the follow up tasks play a role in
addressing different types of information needs.

The filters section (Section C) is key to this task, where the user can drill-
down to a set of data instances of interest, based on the information need of the
user. The selection can be done using different interaction techniques and via a
variety of facets. The variety of facets can be observed on the accordion menu
on the right – three levels of filters are provided to users. Figure 3 describes how
these filters are organised - Content filters, Immediate Context filters and Wider
Context filters. Information that can be easily extracted from the content of the
Social Media posts are referred to Content Filters. The content filters are the
features that are aligned the closest to the Social Media post itself. A minimal
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analysis of the Social Media posts can provide a few more features, which have
been organised into Immediate Context. While some features like Language or
Type can be easily retrieved from the data provider, they may require some basic
analysis to interpret content and infer. The Wider context filters indicate the
features that require a further level of analysis/interpretation/query. Features
such as identifying locations may be easily provided by geolocated posts, but
the process may be considerably more difficult if there is a need to analyse text
to interpret locations. Information surrounding a post such as the relevant users
(who posted, who replied or who were mentioned) can be retrived by further
queries to the data providers and may require further processing.

Fig. 3. Three levels of filters: Content filters indicate elements that can be quickly
retrieved from the content of the Social Media posts; Immediate Context filters indicate
information that can be inferred from the Social Media posts with minimal analysis;
and Wider Context filters refer to the information that can be derived from the user
who are relevant to the post, or the locations related to the posts.

A combination of filters can be used to identify an initial subset of the data,
and then users can progressively apply further filters to reach the data instances
that are of interest. For example, if the user is interested in the negative/positive
messages that have had a high impact among the users, he/she can make a
combination of selections of emotions/sentiments as well as selection of a high
number of repeated messages. Observing the hashtags or keywords can then
provide a rough summary of the topics of discussions and provide a greater
overview of the situation.

4.1 Searching – Active and Directed

The first, and possibly most relevant to most Semantic Web applications is the
ability to search for existing information, when there is a highly specific infor-
mation need. Within the context of Emergency Response, the need to search for
information, plays a significant role once an incident has been identified. Another
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role searching plays is post-event analysis where all data is searched to under-
stand how an event evolved from different perspectives. Effectively, searching
provides answers to questions that are already known by analysts and to facili-
tate follow-on analyses. In order to perform searching tasks, users simply enter
(or select) an appropriate set of filters and reach the data of interest. Section C
(filtering section) is the most appropriate in this context, as it provides direct
means for users to search. Interactions within Section A (visualisations) also gen-
erate filter queries but such features are more pertinent to browsing activities.
The search terms that are involved in this process are highly dependent on the
evolution of the event as well as the event itself. Hashtags and keywords vary on
how they have propagated within Social Media, and therefore, it is difficult to
predict which terms would best suit the scenario being investigated. This calls
for the need to monitor situations based on an initial ‘guess’ to encapsulate pos-
sible terms, and then fine-tuning queries to capture and retrieve more relevant
information.

4.2 Monitoring – Passive and Directed

Perhaps most relevant to Emergency Response is the notion of monitoring, where
the analyst needs to monitor an evolving situation, and looks out for information
that may be relevant. This is achievable by setting queries and filters, and dur-
ing standard data exploration via visualisations (Section A) and reading Social
Media content (Section B), users can be updated when new relevant content is
made available after harvesting recent Social Media posts. Once new content is
available that is relevant to the present search criteria, users are communicated
by a clickable label which states ‘X new messages available’. The analyst is faced
with one of three options in such situation: the first being, continue exploration
and ignore the update. This would have no effect on the present exploration,
and the user can proceed with finishing his/her analysis. With more informa-
tion being made available, the notification is updated. This is enabled/disabled
via the dropdown (session type) selection option ‘Static’ (the other options are
‘dynamic’ and ‘batch-update’). The second option the user has is to proceed
with analysing only the new content that has been retrieved. This notes the
time when the previous analysis had started (the time when the last query was
triggered). Selecting ‘batch-update’ from the dropdown enables this option and
the user can then click on the button to view the relevant data instances that
have been recently added. The third option the user has is to proceed analysing
all of the data, with the new instances added to the analysis. This is performed
by selecting ‘static’ and clicking on the click-able label.

The last option is a dynamic monitoring option, which regularly updates with
new posts continually appearing during exploration sessions. This options is the
least used, and hence is presently not encouraged to be used – more work is
needed to understand how continuously evolving data can be presented to users
without causing confusion and loss of analysis effort.
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4.3 Browsing – Active and Undirected

Browsing involves users looking for information as and when their interests
evolve. This is a mode which is also highly relevant to Emergency Response.
Monitoring continuously evolving data, and searching existing data can indicate
interesting events, keywords, or hashtags that might be relevant to improve the
understanding of an evolving situation. In our approach, interactive Visualisa-
tions are key to this: while exploring a relevant dataset, users have the possibility
to add new filtering terms by clicking elements from tag clouds, charts, timelines
or maps. Clicking on sensitive areas of the visualisations immediately triggers
queries, which result in a new filter being added and the system to drill-down
into a more relevant subset of the data being explored. The user can remove the
recently added filter by deselecting the filter from Section D (Current Selection).

4.4 Being Aware – Passive and Undirected

The most complex of information seeking modes is the state of being aware. TUI
facilitates this by easily combining some of the approaches that are employed
in the other three modes. The state of being aware in Emergency Response
implies that an analyst is aware of the wider context of his/her analytic activity,
but unaware of what event/situation may arise. This is often perceived to be
the precursor to some of the modes and is conducted as a part of an initial
or continued survey of the broader area (geographic, temporal or topical). In
a typical ER (Emergency Response) activity, it is expected that an instance of
the interface is continuously dynamically updated to provide overviews, based
on query terms that are most likely to retrieve interesting events – generic terms
such as ‘flood’, ‘accident’, ‘911’ or ‘fire’ could form a good candidate set of
keywords to look for4. Identifying any relevant interesting event would then
initiate monitoring, browsing and searching activities on other instances of TUI.

5 Architecture and Implementation

The TUI interface is the second part of two systems - the first being a So-
cial Media harvesting system which enables gathering of Social Media posts,
and the second being a system which interfaces with the harvesting system and
a local data store. While the first system (harvester) involves querying multi-
ple sources of data continuously for new information and storing the results in
local datastores following several iterations of backend processing, the second
(TUI) is the interactive interface that users can use to access the data being
stored/analysed/harvested. TUI is implemented as a standard web application,
and written completely in HTML and Javascript. Several toolkits have been used

4 It is to be noted that several of such ‘generic’ terms can also occur in posts that are
highly irrelevant such as song lyrics, quotes from speeches etc. The decision to select
relevant terms is mostly left with the analysts, based on their interpretation of the
content being currently monitored.
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within TUI to facilitate interactions such as jQuery5, and provide customised
look and feel such as jQueryUI6, Less7 and BlockUI8. Visualisations are provided
by D3.js9, Highcharts10, Google Maps11 and Javascript Infovis toolkit12

6 Discussions and Continuing Work

Over the summer of 2013, as a part of multiple projects, TUI was used to mon-
itor several large events across the UK. Several Emergency Response organisa-
tions, Police, City Councils, event organisers and authorities were involved in
the events. During the events the different types of information seeking modes
were employed, and the system was used to monitor by several analysts at the
same time. One of the key findings was the need for supporting multiple types of
information seeking at the same time. Analysts need to explore, query, browse
and be aware of situations at the same time, and hence, several instances of TUI
are necessary to be active for improving Situation Awareness.

The TUI system is currently being redesigned to provide support for mul-
tiple tasks within one interface. Several layouts are presently being evaluated
to understand which layout from a set of candidate layouts would be the most
effective. The system is also planned to be evaluated with emergency responders
during planned and unplanned events. Several techniques such as focus group,
contextual inquiry and shadowing are planned to be used in the evaluations to
understand how the system compliments traditional techniques for Emergency
Response.

References

1. F. Abel, I. Celik, G.-J. Houben, and P. Siehndel. Leveraging the semantics of
tweets for adaptive faceted search on twitter. The Semantic Web–ISWC 2011,
pages 1–17, 2011.

2. F. Abel, Q. Gao, G.-J. Houben, and K. Tao. Analyzing Temporal Dynamics in
Twitter Profiles for Personalized Recommendations in the Social Web. In Proceed-
ings of ACM WebSci ’11, 3rd International Conference on Web Science, Koblenz,
Germany. ACM, June 2011.

3. F. Abel, C. Hauff, G.-J. Houben, R. Stronkman, and K. Tao. Twitcident: fighting
fire with information from social web streams. In A. Mille, F. L. Gandon, J. Mis-
selis, M. Rabinovich, and S. Staab, editors, WWW (Companion Volume), pages
305–308. ACM, 2012.

5 http://jquery.com/
6 http://jqueryui.com/
7 http://lesscss.org/
8 http://malsup.com/jquery/block/
9 http://d3js.org/

10 http://www.highcharts.com/
11 https://developers.google.com/maps/
12 http://philogb.github.io/jit/



Visual Analysis of Real-time Social Media for Emergency Response 11

4. A. M. Abhishek Pandya and S. T. Teoh. Enhancing online timeline visualizations
with events and images. In Electronic Imaging, Visualization and Data Analysis
(VDA), 2011.

5. B. Adams, D. Phung, and S. Venkatesh. Eventscapes: visualizing events over time
with emotive facets. In Proceedings of the 19th ACM international conference on
Multimedia, MM ’11, pages 1477–1480, New York, NY, USA, 2011. ACM.

6. D. Archambault, D. Greene, P. Cunningham, and N. Hurley. Themecrowds: mul-
tiresolution summaries of twitter usage. In Proceedings of the 3rd international
workshop on Search and mining user-generated contents, SMUC ’11, pages 77–84,
New York, NY, USA, 2011. ACM.

7. M. J. Bates. Toward an integrated model of information seeking and searching.
The New Review of Information Behaviour Research, 3:1–15, 2002.

8. M. S. Bernstein, B. Suh, L. Hong, J. Chen, S. Kairam, and E. H. Chi. Eddi:
interactive topic-based browsing of social status streams. In Proceedings of the
23nd annual ACM symposium on User interface software and technology, UIST
’10, pages 303–312, New York, NY, USA, 2010. ACM.

9. A. Blandford and B. W. Wong. Situation awareness in emergency medical dispatch.
International Journal of Human-Computer Studies, 61(4):421 – 452, 2004.

10. J. Chen, R. Nairn, and E. Chi. Speak little and well: recommending conversations
in online social streams. In Proceedings of the 2011 annual conference on Human
factors in computing systems, pages 217–226. ACM, 2011.

11. M. R. Endsley. Toward a theory of situation awareness in dynamic systems. Human
Factors, 37(1):32–64, 1995.

12. A. Hubmann-Haidvogel, A. M. P. Brasoveanu, A. Scharl, M. Sabou, and S. Gindl.
Visualizing contextual and dynamic features of micropost streams. In 2nd Work-
shop on Making Sense of Microposts (MSM-2012, 2012.

13. V. Lanfranchi, R. F. Carvalho, A. L. Gentile, S. Mazumdar, and F. Ciravegna.
A semantic knowledge management framework for informal communication ex-
changes. In Demo Track, 10th International Semantic Web Conference (ISWC
2011).

14. K. Lee, J. Caverlee, Z. Cheng, and D. Z. Sui. Content-driven detection of cam-
paigns in social media. In Proceedings of the 20th ACM international conference
on Information and knowledge management, CIKM ’11, pages 551–556, New York,
NY, USA, 2011. ACM.

15. A. Marcus, M. S. Bernstein, O. Badar, D. R. Karger, S. Madden, and R. C. Miller.
Twitinfo: aggregating and visualizing microblogs for event exploration. In Proceed-
ings of the 2011 annual conference on Human factors in computing systems, CHI
’11, pages 227–236, New York, NY, USA, 2011. ACM.

16. S. Mazumdar, F. Ciravegna, A. L. Gentile, and V. Lanfranchi. Visualising context
and hierarchy in social media. In International Workshop on Intelligent Exploration
of Semantic Data (IESD’2012) at EKAW 2012 2012,Galway City,Ireland. October
9 2012, 2012.

17. P. N. Mendes, A. Passant, and P. Kapanipathi. Twarql: tapping into the wisdom
of the crowd. In Proceedings of the 6th International Conference on Semantic
Systems, page 45. ACM, 2010.

18. B. Meyer, K. Bryan, Y. Santos, and B. Kim. Twitterreporter: Breaking news
detection and visualization through the geo-tagged twitter network. In W. Li,
editor, CATA, pages 84–89. ISCA, 2011.

19. O. Okolloh. Ushahidi, or’testimony’: Web 2.0 tools for crowdsourcing crisis infor-
mation. Participatory Learning and Action, 59(1):65–70, 2009.



12 Mazumdar et al.

20. J. Ortmann, M. Limbu, D. Wang, and T. Kauppinen. Crowdsourcing linked open
data for disaster management. In Proceedings of the Terra Cognita Workshop on
Foundations, Technologies and Applications of the Geospatial Web in conjunction
with the ISWC, pages 11–22, 2011.

21. A. Pak and P. Paroubek. Twitter as a corpus for sentiment analysis and opinion
mining. In Proceedings of LREC, volume 2010, 2010.

22. L. Palen and S. B. Liu. Citizen communications in crisis: anticipating a future of
ict-supported public participation. In Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems, CHI ’07, pages 727–736, New York, NY,
USA, 2007. ACM.

23. T. Sakaki, M. Okazaki, and Y. Matsuo. Earthquake shakes twitter users: real-
time event detection by social sensors. In Proceedings of the 19th international
conference on World wide web, WWW ’10, pages 851–860, New York, NY, USA,
2010. ACM.

24. I. Shklovski, L. Palen, and J. Sutton. Finding community through information and
communication technology in disaster response. In Proceedings of the 2008 ACM
conference on Computer supported cooperative work, CSCW ’08, pages 127–136,
New York, NY, USA, 2008. ACM.

25. B. Shneiderman. The eyes have it: A task by data type taxonomy for information
visualizations. In Proceedings of the 1996 IEEE Symposium on Visual Languages,
VL ’96, pages 336–, Washington, DC, USA, 1996. IEEE Computer Society.

26. V. Solachidis, P. Mylonas, A. Geyer-schulz, B. Hoser, S. Chapman, F. Ciravegna,
V. Lanfranchi, A. Scherp, C. Contopoulos, I. Gkika, and et al. Advances in data
analysis, data handling and business intelligence. Knowledge Creation Diffusion
Utilization, pages 765–774, 2010.

27. K. Starbird, L. Palen, A. L. Hughes, and S. Vieweg. Chatter on the red: what
hazards threat reveals about the social life of microblogged information. In K. I.
Quinn, C. Gutwin, and J. C. Tang, editors, CSCW, pages 241–250. ACM, 2010.

28. K. Tao, F. Abel, C. Hauff, and G.-J. Houben. What makes a tweet relevant for a
topic? Making Sense of Microposts (# MSM2012), page 9, 2012.

29. T. Terpstra, R. Stronkman, A. de Vries, and G. Paradies. Towards a realtime
twitter analysis during crises for operational crisis management. In Proceedings of
the 9th International ISCRAM Conference. Vancouver, Canada, 2012.

30. L. V. Realtime situation awareness via social media streams. In Demo Session at
ISCRAM 2012, Vancouver, Canada.

31. P. Vinck, editor. World Disasters Report. International Federation of Red Cross
and Red Crescent Societies, 2013.

32. C. D. Wickens. Situation awareness: Review of mica endsley’s 1995 articles on
situation awareness theory and measurement. Human Factors: The Journal of the
Human Factors and Ergonomics Society, 50(3):397–403, 2008.
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