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1 Introduction

Our entries in the TREC 2005 QA evaluation continue the erpents carried out as part of TREC 2004 and hence we report
work on multiple approaches to both the main and documekimgtiasks. As well as continuing with our separate appreach
we have concentrated common tasks and resources to alldetter more principled comparison of our approaches.

2 Common Resources

Our entries to the TREC QA evaluation in 2003 [Gaizauskas e2@03] and 2004 [Gaizauskas et al., 2004] were produced
using two independently implemented QA systems which dedie independently developed resources which while contain
ing much that was duplicated did not fully overlap. This matdeifficult and unfair to compare the performance of our
two systems. Many of these resource have now been combinavtae a single basic knowledge store from which the
approaches can draw information. This work is documentéigdriollowing sections.

2.1 AQUAINT Indexing

Lucene: Two of our three runs use Lucent index and access theAINT collection. In previous years the approaches to
index creation were not consistent and so later processisgmsome cases carried out over different document setmgiak
comparisons between our approaches problematic at best.

For our runs which use Lucene to access tligJAINT collection a single document processing and indexing aaprdas
now been adopted. Each documentis split into separategaatagusing the embedded SGML paragraph tags. All remaining
SGML tags are then removed and each paragraph is added tatenéd index along with the uniqgue document ID and
associated date.

MadCow: To improve are results using the MadCow search engine it vodeimented a semantic filter which would discard
documents which did not contain an entity of the same typbdaexpected answer type. Determining the expected answer
type is a two stage process.

In the first stage the question is parsed using SUPPLE Gd&iaalet al. [2005] which contains specific question grammars
which embed in the semantics of the question a unary queptiedicate referred to as thiprar . The second stage then
involved mapping thegvar to one of the known semantic entity types using mostly hanafted lookup tables. The result is

a semantic type which represents the expected answer tyig @t the question. Table 1 contains some example questions
along with theirgvar and EAT.

Consider the questidihat city is Disneyland in?; SUPPLE determines thatth@ar isci ty. Theqvar is then mapped
through lookup tables which allows us to determine that tiresct EAT for agvar of ci t y is Location:locType=city. If the
guestion grammar is unable to find a question variable the 4T for the questioniaul | .

The EAT can be classified as either general or specific. GEBafies are those that specify just a high-level semantic type
for example Organization, Location, Person. Specific EABdlaose which specify a lower-level semantic type or aribaite

of a high-level type. For example Measurement:kind=numBeganization:orgType=company, Location:locType=cityd
Person:gender=male are all specific EATSs.

Lhttp://1ucene. apache. or g/



Question | gvar | Exact Answer Type

1894 How far is it from Earth to Mars? nmeasure Measurement:kind=number
1898 What city is Disneyland in? city Location:locType=city

1909 What business was the source of John D. Rockefeller's feftunbusi ness | Organization

1924 When was the first hair dryer made? dat e Date:kind=date

1935 What color is the top stripe on the U.S. flag? col or Color

1950 Who created the literary character Phineas Fogg? per son Person

13.2 What actor is used as Jar Jar Binks voice? act or Person:gender=male

Table 1: Questions witqvar predicates and EAT annotation

2.2 Target and Question Processing

Both our approaches to QA assume that each question is aBkieainawered in isolation. This is different to the current
TREC approach of a set of questions related to a given target.

In 2004 we used two simple approaches to deal with mergiggtsaiand questions: pronoun replacement and appending the
target to the question. Neither method was ideal and bolidféd produce acceptable results. For the 2005 evaluatéon w
adopted a single shared approach based on both pronomédabaminal coreference resolution.

For example consider the seven questions for target 75,KMef0o., and the processed questions which result:

Original Modified
75.1 Where is the company headquartered? Where is Merck & Co.cusatered?
75.2 What does the company make? What does Merck & Co. make?
75.3 What is their symbol on the New York Stock Exchange?  WhatriskMeCo.'s symbol on the New York Stock Exchange?
75.4 What is the company’s web address? What is Merck & Co.s wdlead?
75.5 Name companies that are business competitors. Name coespiduait are business competitors.
75.6  Who was a chairman of the company in 1996? Who was a chairmistexak & Co. in 1996?
75.7 Name products manufactured by Merck. Name products matowdaicby Merck & Co.

Note that this approach does not always result in a indepergleestion, for example question 75.5 cannot be answered
without reference to the target. In cases such as thesetfet imsimply appended to the question to enable relevantrdents

to be located. It should be clear, however, that in the othestions the target has been successfully inserted intpibsgtion
including the addition of possessives where necessary.

In this years test set 40 of the 455 factoid and list questimosgd not be modified to insert the target. This has consempsen
during retrieval and answering of the question. The insartailed mainly because the reference to the target was made
a nominal expression or an ellipsis instead of a pronomixgiession (“the first flight” for space shuttles or “the cehfer
Berkman Center for Internet and Society). Of the remainidg guestions whilst the target was inserted in the questian a
few questions this resulted in badly formed or misleadingsfjons. For example question 70.4 Wi¢hat was the affiliation
of the plane?”for the targetPlane clips cable wires in Italian resortfor which our approach produced the questidrhat
was the affiliation of Plane clips cable wires in Italian rety .

2.3 Semantic Entity Detection and Normalization

These merged resources include gazetteer lists and sereatity recognisers which together allow us to recognisagel
number of distinct entity types in free text. This both exieur ability to recognise semantic entities and providsslial
foundation upon which our multiple strategies can be built.

Whilst this work provides a solid foundation for our two QAssgms it does not address the problem of there being multiple
ways of representing identical pieces of information. Theweers to many questions can be represented in many waysand a
most QA systems rely at least in part on the frequency of seoge of competing candidate answers being able to acturate
compare candidate answers is important. To this end alédaie numbers were normalised to a standard format. Dated are
converted to a standard numerical format including resglyiartial or descriptive dates (suchtadayor tomorrow) against

the date of the newswire article. Numbers, both isolatedvatidn measurements, are converted to a plain numeric foem,
3000, 3,000, and three thousand are all represented as 3000.

3 Approachesto Answering Factoid and List Questions
3.1 The Shallow Multi-Strategy Approach

Originally introduced as a baseline system for comparisithh @ur main entry in TREC 2003 [Gaizauskas et al., 2003], our
shallow multi-strategy approach (SMS) has continued tontpgréoved and is now no longer considered a baseline system.
The systems was described in some detail by Gaizauskas[20@#] and so we will concentrate just on detailing the main



modifications to the system.

Expanding the Question Hierarchy Using WordNet: Whilst expanding the answer type hierarchy using WordNevga
useful in our TREC 2004 experiments a number of problems dég aThe main issue being that some entries in WordNet,
which may appear in questions, should not be used direcflpdcanswers. For example words such as researchers, soldier
chemists, etc... should not be used directly but shouléautsbe linked back to the Person type within the answer ltieyar
For the current evaluation the WordNet expansion has begitiintegrated with the question hierarchy to enable this
mapping which should increase the performance of the approa

Just Guessthe Answers: As the TREC guidelines state that all list questions are kntmhave answers within theQUAINT
collection those systems which cannot find an answer antiarefbre forced to return a dummy response penalise theessel
and would be better to simply guess a number of answers. Jlhiedause given the evaluation metric there is no difference
between returning a single wrong answer or 100 wrong answers

When our approach fails to find an answer to a list questionésges answers by assuming that correct answers will occur
frequently in relevant documents and that they will be falbntained within noun phrases. Twenty hopefully relevarud
ments are retrieved and all noun chunks are extracted frem tising a versiohof the Ramshaw and Marcus [1995] base
NP chunker.

The noun phrases are then clustered by assuming that twoptoases are equivalent if the non-stopwords in one are all
present in the other. The longest phrase is then used tesexyrthe cluster. These clusters are ranked using a sconegdn

(the same as that used to rank the answers to factoid questi@iven that a unique answerto questiony has been seen
C, times by the answer extraction component within the redédedocuments the most likely of which occurred in sentence
then the answer is scored using the equation:

lg N s
lql

(1)

score(a,q,s) = Cy *

This scoring function takes into account the fact that it @renikely that a correct answer will not only appear freclyeim
relevant documents but will also come from a sentence whaalaens many (if not all) the question words.

If less than ten clusters are found then all are returned awes to the list question otherwise the first ten chunks are
returned along with any others which have a score above @ld@&én by empirical testing over questions from previous
TREC evaluations).

3.2 Matchingon Logical Forms

QA-LaSIE performs partial syntactic and semantic analgéiguestions and candidate answer bearing documents and the
performs matching over the derived logical form repred@mnta The system has been described in detail in past TREC pro
ceedings (see, e.g. Greenwood et al. [2002]) and here wemljlildescribe modifications carried out since it last pgéted

in TREC 2004 [Gaizauskas et al., 2004].

Parsing with Semantic Entities: This year we made use of SUPPLE [Gaizauskas et al., 2005¢edyfavailable, open
source natural language parsing system, implemented iodroEntities identified by the semantic entity detection and
normalization procedure documented in Section 2.3 arespdeshe parser via a mapping process. The entities we aresid
this year were: Building, Color, Date, Email, Location, Maeement, Money, Organization, Person, and Quote.

These semantic entities are mapped into noun phrases veitifisgsemantics. As an illustration, the expression “2hes’
is mapped into a noun phrase with the following semantics:

nmeasur enent (el), count(el, 23),
nmeasur enent type(el, di stance), nane(el,’ 23 inches’)

Answer Ranking: The answer scoring mechanism this year uses document gankaddition to the score we used in previous
years [Gaizauskas et al., 2004]. Document rank informasiarsed when two answers have the same sore, the answer found
in a document with lower rank — thus more relevant, is progdisst.

2 We use the Java re-implementation available flarbp: / / www. dcs. shef . ac. uk/ ~mar k/ phd/ sof t war e/
3http://nlp.shef.ac. uk/research/ suppl e



4 Approachesto Answering ‘Other’ Questions
4.1 TheBareTarget + Filter + Reduce Approach

This system, introduced and described in Gaizauskas eQ04], was used almost unchanged from the system evaluated i
TREC 2004 — the only changes being minor bug fixes.

This system assumes that each nugget can be fully contaiitieid & single sentence and so sentences are selected feom th

corpus only if they contain the target as it appears in thestipre no use of coreference was made to increase the number
of matching sentences. Each sentence was retained if itadidwerlap more than 70% with any sentence already in the

definition. The process stopped either when there were ne semtences to process or the definition had reached 4000
characters in length. This approach while effective stiflults in much repetition within the resulting definitions.

In an attempt to remove more of the redundant sentences frerddfinitions a second filtering step was introduced. This
second filter works by calculating the sum of the percentagéap of increasingly longet-grams. The:-grams considered
range from length 1 (a single token) to lengtivhich is the length of the shortest of the two sentences bmngpared. From
limited testing a cutoff level of 50 was determined with gaif sentences having a score above this being deemed eguival
To increase the number of nuggets returned, rather tharcedtie amount of text, the system was updated to creatdlinitia
a definition of up to 5000 characters. The second filter is #ygylied and the resulting definition is trimmed to the first
sentences that produce a definition of 4000 characters.

While filtering the sentences allows the system to removeesofrthe redundancy from the generated queries, it is clear
that returning whole sentences still results in a large arhofiredundant text being included in the definition. Ratian
attempting to extract the salient details from the sentemeeattempted to determine a number of phrases and clauggs wh
while being redundant could also be removed from the seatefitbout affecting either the meaning or flow of the text. To
allow the system to answer questions in real-time we ongngpt to find redundant words or phrases using shallow methods
which do not require intensive processing. This rules otéct®n of redundant phrases which would require full sgtita

or semantic parsing to identify. A number of sources weresatied for possible ways in which redundant phrases could be
both identified and safely removed [Dunlavy et al., 2003 dRarUniversity Online Writing Lab, 2004]. The phrases were
removed from the sentences before any filtering is appliggt@gous work in summarization has shown this to be the most
effective point at which to remove redundant clauses [Cpptal., 2004].

The words and phrases which were deemed redundant andremsdyable were: imperative sentences, gerund clauses, lea
ing adverbs, sentence initial expletives, redundant cayelgbels, unnecessary determiners and modifiers, cimeutibns,
unnecessary that and which clauses, and noun forms of verbs.

4.2 Target Enrichment + Filter Approach

This approach to answer other questions has changed wyfidm the same approach we described for the 2004 TREC
evaluation[Gaizauskas et al., 2004].

The approach requires each target to be classified as a p@nswi question) or other type of entity (‘what’ question).
Having performed semantic entity detection on the targetisesl the following procedure to identify the target, itsetyand
any additional context for the target:

o If the target contains a person’s name, then we extract thteriiimed’ person in the target, considering as context any
text to the left and right of the named entity (e.g. for “Abaamin the Old Testament” the target is “Abraham” while “in
the Old Testament” is the context). The question is consitley be of type ‘who’.

e If the target contains an organization’s name, then thedngdinization is extracted, and the text to the right andaeft
the target is considered to be the context (e.g., for “ETApaiB” the target is “ETA” while “in Spain” is the context).
The question is considered of type ‘what’.

e Otherwise the less discriminative word of the input textaasidered the target and any other words are used as context
(e.g., for “medical condition shingles” the target is “shlies” and the context is “medial condition”). The questien i
considered to be of type ‘what’.

When searching the web for definitional passages using theaph described by Saggion and Gaizauskas [2004], we use
(exact) definitional patterns in the Google query (e.g.,rétam was a”) as well as the identified context (e.g. “in the Ol
Testament”).

The parameters used for the ruBEFO5MC and SHEFO5LC are as follows: the maximum number of characters for an
answer was 4000 bytes, the maximum number of nuggets pettaes 14, and 1000 documents returned by the document
retrieval system (MadCow or Lucene) were used.

5 Reaults

We submitted the following three runs for evaluation in bttt main and document ranking tasks and the performance of
these runs is discussed in the following sections.



Retrieved Known % Coverage
Run Tag Total | Relevant | Relevant | Precision | Recall | At Rank 20
shef 051 ny | 789 155 1575 0.196 0.098 70
SHEFO5LC 883 186 1575 0.211 0.118 82
SHEFO5MC 937 216 1575 0.231 0.137 78
| MadCow | 1000] 219 | 1575 [ 0.219 [ 0.139 | 76 |

Table 2: Summary of results from our three document rankimgess.

Run Tag Factoid | List | Other | Combined
shef 051 ng | 0.202 | 0.076| 0.160 0.165
SHEFO5LC 0.110 | 0.035| 0.158 0.103
SHEFO5SMC 0.116 | 0.039| 0.172 0.114

Table 3: Summary of results from our three main task entries.

shef 051 ng This run answers factoid and list questions using the SM3cagh of Section 3.1 and the bare target, filter,
and reduce approach of Section 4.1 to answer other quesiimtaiments are retrieved from theQBAINT collection
using Lucene.

SHEFO5LC This run uses the logical form matching approach of Secti@ni@answer factoid and list questions along with
the target enrichment and filter approach of Section 4.2 sovanother questions. Documents are retrieved from the
AQUAINT collection using Lucene.

SHEFO5MC This run is identical t&(SHEFO5LC apart from the fact that it retrieves filtered documents fithim AQUAINT
collection using MadCow.

All three runs made use of the semantic entity detection amchalization of Section 2.3 and the target/question prsings
of Section 2.2. And all three runs used just the top twentyuduents retrieved by their IR approach.

5.1 Document Ranking Task

Before reporting the results of our three entries in the duoent ranking task it should be noted that whilst beltef 051 ng

and SHEFO5L C runs were produced using Lucene the document ranking di@tsawill differ. Unlikely the logical form
matching approach the SMS approach analyses each quessen ff it can be answered before retrieving any documents.
For those questions which could not be answered no documentsretrieved and a single dummy doc ID was retutned
This lowers the document ranking score $dref 051 g without affect the ability to answer the questions, i.e.dH&srence

in document ranking scores has no affect on later processing

The full result§ for our three document ranking runs can be seen in Table 2.

Interestingly Table 2 shows that precision and recall atauseful for comparing document retrieval runs for QA as the-c
erage results (where coverage is the percentage of ques$tiowhich at least one answer bearing document was retrieve
[Roberts and Gaizauskas, 2004]) show tBHEFO5LC is capable of answering more questions tB&iEFO5MC (41 com-
pared to 40) yet has lower precision and recall. This leads ssess the importance of choosing the correct evaluatitric
and to suggest that coverage (and answer redundancy) benndalg adopted.

Also contained in Table 2 is an evaluation of MadCow witholti¢éfing. This shows that performing filtering increases the
coverage of the retrieved documents (76% to 78%) which iogseld will improve the end-to-end performance of the QA
approach.

5.2 Main Task

Table 3 shows the results of our three entries at the fadisidand other questions as well as the combined per-ser@e.
Only brief analysis of the three runs has currently beengperéd:

shef 051 ng: There were 8 targets for whicthef 051 ng was unable to answer any of the questions (i.e. the serigs sco
was 0) although no analysis has yet been undertaken to dexdfis a pattern in these failings. For 15 of the other qomesti

4 We simply returned the first document in the APW section ofcihiéection namely APW19980601.0003.

5 The results foSHEFO5MC differ slightly from the official results. On rare occasidiladCow allowed more than 20 docs
to be returned for a question. These documents were not ndatér processing and hence inflate the document ranking
scores while obscuring the actual data used in later priogess



whilst at least one nuggets was found no vital nuggets warad@and as such the score for these questions was zero even
though useful information had been found. This clearlyctffehe score of this run for both the questions own scorelzand t
per-series score.

SHEFO5LC: There were 16 targets for whiddHEFO5LC was unable to answer any of the questions and 10 other gngstio
for which nuggets were found but no vital nuggets were retdmiving a score of 0. Again no analysis of these failures has
yet been conducted.

SEHFO5MC: There were 16 targets for whi@HEFO5MC was unable to answer any of the questions (no comparisorthégth

16 targets for whictsHEFO5L Cwas unable to answer any questions has yet been carriechol)@her questions for which
nuggets were found but no vital nuggets were returned gigisgore of 0. Again no analysis of these failures has yet been
conducted.

6 Discussion

Much more analysis of results needs to be carried out befanectnclusions can be drawn. However, certain observations
are worth making even now:

e Whilst the document ranking task showed that using Lucene batter coverage (i.e. more questions could be an-
swered) using MadCow actually resulted in higher scoreesacall three question types. This clearly shows that
performing document retrieval for use within question agismg systems is a complex topic which requires further
detailed investigation.

e Both our approaches to answering other questions perfomoese than expected (approximately half the score ob-
tained in the TREC 2004 evaluations [Gaizauskas et al., 200é imagine that this is due to the inclusion of more
event targets which were complex than we expected.

e Having standardised many tasks and resources common t@proaches allowing us to fairly compare approaches it
seems that the SMS approach consistently outperformsdeldorm matching approach.
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