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Abstract

Question answering aims to develop techniques that can yanbethe retrieval of rel-
evant documents in order to return exact answers to nammgliage questions, such as
“How tall is the Eiffel Tower?”, “Which cities have a subway system2&hd“Who is Al-
berto Tomba?’ Answering natural language questions requires more cangobcessing
of text than employed by current information retrieval syss. A number of question an-
swering systems have been developed which are capablergincaout the processing
required to achieve high levels of accuracy. Howeverglittiork has been reported on
techniques for quickly finding exact answers.

This thesis investigates a number of novel techniques fdopring open-domain ques-
tion answering. Investigated techniques include: manndlautomatically constructed
question analysers, document retrieval specifically f@asgjon answering, semantic type
answer extraction, answer extraction via automaticallyuaed surface matching text
patterns, principled target processing combined with dumt retrieval for definition
guestions, and various approaches to sentence simpbficatiich aid in the generation
of concise definitions.

The novel techniques in this thesis are combined to createetwd-to-end question an-
swering systems which allow answers to be found quickly.warginder answers factoid
guestions such d@8Vhen was Mozart born? whilst Varro builds definitions for terms
such asaspirin” , “Aaron Copland”, and“golden parachute”. Both systems allow users
to find answers to their questions using web documentsvettiy Google™. Together
these two systems demonstrate that the techniques dededlopleis thesis can be suc-
cessfully used to provide quick effective open-domain tjaesanswering.
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Preface

Since before the dawn of language humans have hungeredkatiededge. We have
explored the world around us, asking questions about whatamesee and feel. As
time progressed we became more and more interested in egpkimowledge; construct-
ing libraries to hold a permanent record of our ever expanimowledge and founding
schools and universities to teach each new generationgtiivagy forefathers could never
have imagined. From the walls of caves to papyrus, from @aliets to the finest parch-
ment we have recorded our thoughts and experiences forsaitvashare. With modern
computer technology it is now easier to access that infaondhan at any point in the
history of human civilization.

When the World Wide Web (WWW) exploded on to the scene, duttireglate 80’s and
early 90’s, it allowed access to a vast amount of predomiynatestructured electronic
documents. Effective search engines were rapidly devdlopeallow a user to find a
‘needle’ in this ‘electronic haystack’.

The continued increase in the amount of electronic infolwnadvailable shows no sign
of abating, with the WWW effectively tripling in size betwethe years 2000 and 2003 to
approximately 167 terabytes of information (Lyman and &ay2003). Although modern
search engines are able to cope with this volume of text, #neymost useful when a
qguery returns only a handful of documents which the user lsan guickly read to find
the information they are looking for. Itis, however, becagnmore and more the case that
giving a simple query to a modern search engine will resuftilindreds if not thousands
of documents being returned; more than can possibly be lss@ditcy hand — even ten
documents is often too many for the time people have availabfind the information
they are looking for. Clearly a new approach is needed tavadlasier and more focused
access to this vast store of information.

With this explosive growth in the number of available elentc documents we are enter-
ing an age where effective question answering technologyo@tome an essential part
of everyday life. In an ideal world a user could ask a questiach as'What is the state
flower of Hawaii?”, “Who was Aaron Copland?”or “How do you cook a Christmas
Pudding?”, and instead of being presented with a list of possibly améwocuments,
question answering technology would simply return the amsw answers to the ques-
tions, with a link back to the most relevant documents fosthasers who want further
information or explanation.

Xi



Xii Preface

The Gigablastweb search engine has started to move towards question @mgweth
the introduction of what it refers to &iga bits— essentially thes@iga bitsare concepts
which are related to the user’s search query. For examplegsponse to the search
query“Who invented the barometer?Gigablast, as well as returning possibly relevant
documents, lists a number of concepts which it believes mayar the question. The
first five of these (along with a confidence level) are Torti¢8D%), mercury barometer
(64%), Aneroid Barometer (63%), Italian physicist Evamgjal Torricelli (54%) and 1643
(45%). Whilst the first Giga bit is indeed the correct answehe question it is clear that
many of the other concepts are not even of the correct seortgtpe to be answers to the
guestion. Selecting one of these Giga bits does not resalsingle document justifying
the answer but rather adds the concept to the original seprety in the hope that the
documents retrieved will be relevant to both the questiahaarswer. While this approach
seems to be a step in the right direction, it is unclear howsang related concepts can
move towards full question answering.

One recent addition to the set of available question ansgeystems, aimed squarely

at the average web user, is BrainBdo®rainBoost presents short sentences as answers
to questions; although like most question answering (QA}ews it is not always able

to return an answer. From the few implementation detailsdat@available (Rozenblatt,
2003) it appears that BrainBoost works like many other QAesys in that it classifies

the questions based upon ‘lexical properties’ of the exgmeahswer type. This enables it

to locate possible answers in documents retrieved using fqut web search engines.

Whilst such systems are becoming more common, none haspeaigal which is capable
of returning exact answers to every question imaginablea Adtural language process-
ing (NLP) community has experience of numerous technigueshwcould be applied to
the problem of providing effective question answering. sTihiesis reports the results of
research investigating a number of approaches to QA witlew t advancing the cur-
rent state-of-the-art and, in time, along with the reseafcmany other individuals and
organizations, will hopefully lead to effective questiarsaering technology being made
available to the millions of people who would benefit from it.
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What Is Question Answering?






Question Answering:
An Overview

guestion » noun a sentence worded or ex-
pressed so as to elicit information.

answer » noun a thing that is said, written,
or done to deal with or as a reaction to a ques-
tion, statement, or situation.

New Oxford Dictionary of English (2001)

We all know what a question is and often we know what an anssvelf,i however, we
were asked to explain what questions are or how we go aboweaimg them then many
people would have to stop and think about what to say. Thiptelhgives an introduction
to what we mean by question answering and hence the chaiehgethe approaches
introduced in this thesis are designed to overcome.

1.1 Questions

One definition of a question could be ‘a request for inforiti But how do we recognise
such a request? In written language we often rely on questemiks to denote questions.
However, this clue is misleading as rhetorical questionsidbrequire an answer but
are often terminated by a question mark while statementaigg&r information may
not be phrased as questions. For example the queStibiat cities have underground
railways?” could also be written as a stateméName cities which have underground
railways”. Both ask for the same information but one is a question aedannstruction.
People can easily handle these different expressions asnaldd focus on the meaning
(semantics) of an expression and not the exact phrasinga¢gyWe can, therefore, use
the full complexities of language to phrase questions kngwihat when they are asked
other people will understand them and may be able to providmawer.

While there are a number of different forms of question, thésis is primarily concerned

3



Chapter 1: Question Answering: An Overview

with factoid and definition questions as defined within the i@ nework used within the
Text Retrieval Conference (TREC, see Section 2.4 for anvoss).

Factoid questions are those for which the answer is a siagte For exampl&Vhen was
Mozart born?”, “How tall is the Eiffel Tower?”, and“Where is Microsoft based?”are
all examples of factoid questions. There are many questitish are not considered to
be factoid questions and which are not covered by this th&igse include questions
which can have yes/no answers, suchlasLondon’s population bigger than that of
Paris?” as well as instruction based questions (&tpw do | make tomato soup?’and
explanation questions (e.§Why did America enter WWII?. There is another type of
guestion referred to as a list question which is closelyteelao factoid questions. List
guestions are factoid questions that require more than eswe. For exampl&/Vhat
grapes are used in making wine?s a list question. While list questions will not be
covered in any detail in this thesis, most of the approaahéactoid question answering
can also be used to answer list questions (see Appendicearidl Efor the official TREC
results of answering list questions using the factoid tejpies developed for this thesis).

Factoid questions have been the main focus of recent QAnaspartly because they are
the main focus of the QA evaluation held annually since 1398t of TREC (Moorhees,

1999). Recent evaluations (Voorhees, 2004) suggest thatutient state-of-the-art QA
systems can answer at most 80% of factoid questions (alththiegmedian score in the
same evaluation was much lower at only 17%).

Definition questions, unlike factoid questions, require @encomplex answer, usually
constructed from multiple source documents. The answeuldhme a short paragraph
which succinctly defines thaefiniendungthe thing — be it person, organization, object or
event, often referred to as the target) which the user wigh&aow more about. Good
answers to definition questions should probably be verylamm nature to an entry in
an encyclopaedia. For example, if the question asks aboaetsomp then the user will
probably want to know the important dates in their life (bjnnarriage and death), their
major achievements and any other interesting items of atean organization the defi-
nition should probably include information about its pusppwhen and by whom it was
founded, the number of employees, and other interesting &ocording to the nature of
the organisation.

Definition questions have also been included in recent TRBEG=@luations, although
they are referred to asther questions and are treated as mearitej me anything
interesting about the target that | have not asked aboutctlye. Recent evaluations
(Voorhees, 2004) suggest that the state-of-the-art QAeBystan achieve an F-measure
score of approximately 0.46, with the median score in theesavaluation being approx-
imately 0.18.
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1.2 Answers

If a question is a request for information and answers arengin response to questions,
then answers must be responses to requests for informaBah.what constitutes an

answer? Almost any statement can be an answer to a questipindhe same way that

there can be many different ways of expressing the sameigungetitere can be many

ways of describing the same answer. For example, any queghiose answer is numeric
may have the answer expressed in an infinite number of ways.

While there maybe multiple ways of expressing the correstwan to a question, not all
will fulfil the needs of the questioner. For exampleSibcksbridgavas given in answer
to the questiorfWhere is Deepcar?; whilst a correct answer, it will only be useful to
someone who knows whe&tocksbridges — near Sheffield in the north of England. For
the purposes of the evaluations in this thesis we will assasdo the TREC evaluations,
that the questioner is a native speaker of English and amageeeader of newspapers.

There have been many attempts to define what constitutesectanswer produced by
a QA system, many of which have centred around the TREC QAiatiahs, resulting in
answer definitions including:

* In TREC-8 (Voorhees, 1999) an answer was defined as a stfimg i@ 50 or 250
characters in length which contained a correct answer irctmeext provided by
the document;

» For TREC 2003 (Voorhees, 2003b) a response was judgedctdfrie”...consists
of exactly a right answer and that answer is supported by teichent returned;”

* A number of studies have used the TREC questions and haveededin answer
to be a text snippet which matches an answer judged to havedmeeect in the
original evaluation and which comes from a document alsggddto have been
relevant (Roberts and Gaizauskas, 2004).

A precise, all encompassing, definition of what constitaiesnswer is difficult to come
by. Whilst an answer has to be correct to be of any use thidestites a lot of scope for
different systems to present the same answer in differeps.wa

1.3 The Process of Question Answering

If we think about question answering as a human activity twbat do we expect to
happen when a person is asked a question to which they do aattkre answer? In this
situation it is likely that the person of whom the questiorsvaaked would consult some
store of knowledge (a book, a library, the Internet...) idesrto find some text that they
could read and understand, allowing them to determine te@@mnto the question. They
could then return to the person who had originally asked thestijon and tell them the

5



E Chapter 1: Question Answering: An Overview

answer. They could also report on where they had found theenshich would allow
the questioner to place some level of confidence in the answer

What they would not do would be simply to give a book or maybeaadful of docu-
ments, which they thought might contain the answer, to theqreasking the question.
Unfortunately this is what most computer users have to béeocdnvith at the moment.
Many people would like to use the Internet as a source of kedgé in which they could
find answers to their questions. Although many search eaginggest that you can ask
natural language questions, the results that they reterosurally sections of documents
which may or may not contain the answer but which do have mamgsvin common with
the question. This is because question answering requitasch deeper understanding
and processing of text than most web search engines arettyrcapable of performing.

1.4 The Challenges of Question Answering

So what is it that makes question answering hard? What iatifgtople do when reading
text to find the answer to a question that computers have todgggmmed to do so as to
be able to function in a similar fashion?

If we sidestep the issue of determining if a question is beisked by assuming that
all input to a QA system is in fact a question (the problems ofider dialogue are
beyond the scope of this study although the history of diaéogystems, as they pertain to
guestion answering, is discussed in Chapter 2) then thera anmber of issues we have
to confront.

There are often many ways of asking for the same piece ofrirdtion. Sometimes
the variations are simple re-wordings of the question ahératimes the variations can
depend on the context in which the question is being askeukedtriowledge of the ques-
tioner.

In a similar way there are many ways of describing the same&emnand so context and
user knowledge can play a role in the way answers are defimedngtance an answer of
“last Tuesday”means nothing without knowledge of the current date or the alawhich
the source of the answer was written. Not only does this makéicult for a QA system
to determine if two answers are equivalent (for the purpase®mbining and ranking
answers) it also makes evaluating the output of QA systemidgmatic (see Chapter 3).

The fact that both questions and answers can be written ity miffierent ways makes it
difficult to ensure that documents which discuss the sulgfttte question are retrieved.
For instance, the answer to the questivvihat is the capital of France?” may well
be written as‘Paris is the French capital”within a document. Of course both could
also be written asWhat is the French capital?” and“Paris is the capital of France”
respectively. Not only does this example show that both tipres and answers can be
written in multiple ways but also that unless the questioth answer are expressed in a
similar way there may be very little in common between thestjoe and answer (in this
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example only the word ‘capital’ is common to the differentifis) making it very difficult
to retrieve documents containing the answer.

Whilst questions such &8Vhat is aspirin?” (usually referred to as a definition question)
show little variation, their answers are usually more \atigan for questions which re-
guest a single fact, such as a person’s name or a date. Firedigvgnt documents for such
guestions is also extremely challenging. The only word¢a)lable to narrow the search
are from the term being defined and words are often used inanenat without them first
having been defined. This means many documents which mahgderm being defined
will be of no use to a system attempting to create a definition.

Clearly there are many challenges in developing computgesys capable of answering
guestions. This thesis will focus on two particular typesgjagéstion; usually referred
to as factoid and definition (Parts Il and Il respectivelygach question will be self-
contained and asked in isolation. This of course removes fronsideration some of the
issues previously discussed, especially that of conteatjihg us free to concentrate on
the remaining issues.

1.5 Thesis Aims and Objectives

The research documented in this thesis was not undertakistheisole aim of producing
a highly effective question answering system, but rathexfore some of the challenges
currently facing open-domain question answering reseiartie hope of furthering the
understanding of this highly interesting and promisingdfidlVhile the natural language
processing (NLP) community has many techniques which cbaldpplied to question
answering (such as syntactic and semantic parsing for eedesplerstanding of texts)
we should not lose sight of the fact that question answenngises to revolutionize the
way in which we access large text collections such as theneteAs such we must keep
the end user of such technologies in mind when pushing theiérs of research. For
instance, a QA system capable of correctly answering angtiuneput to it would be of
limited practical use if it required an hour to answer eackstjon. People are used to fast
responses when using web search engines and whilst theyaemwailing to wait twice as
long for an exact answer compared to a selection of docunti@sta/ould still mean that
QA systems would have only seconds in which to answer a quedtor this reason the
research documented in this thesis is focused on technig@emlyse questions, retrieve
relevant documents, and extract exact answers that carederuboth building effective
QA systems and increasing our understanding of the subject.

The main motivation behind the work in this thesis was a gngWirustration experienced
with a previous question answering system, QA-LaSIE (Gmean et al., 2002). QA-
LaSIE is a large and complex QA system using full semantisipgrto analyse questions
and documents in order to locate candidate answers. Thipleaity allows the system
to answer a wide range of questions types but it makes umahelisg or changing the
inner workings of the system extremely time consuming. Ahfer side affect of this
complexity is that it takes minutes (and sometimes hourgn&wer a single question.
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This does not affect the accuracy of the system, howevends dimit it's use in real-
world applications. The techniques developed in this H)dbierefore, take alternative
approaches to those used in QA-LaSIE. Where possible, singthniques have been
developed in order to a) reduce the overall system complexitl b) result in systems
which can quickly answer questions and could therefore ftivenbasis of useful real-
world applications. With these aims in mind, we introduceel@pproaches to a number
of different aspects of question answering.

Our approaches for answering factoid questions rely oneethomponent architecture
of question analysis, document retrieval, and answer exbra For question analysis
we introduce a rule formalism for constructing hand crafjeestion classifiers, and a
high performance question classifier which uséshearest Neighbours style algorithm
in conjunction with an information retrieval (IR) engine eWitroduce a number of differ-
ent approaches to improve document retrieval specificaly)A. These include various
approaches to query formulation, such as pertainym expanas well as experiments
looking into the amount of text to retrieve for question aeewg and comparisons be-
tween retrieval from closed collections and the web. Twaeaghes to answer extraction
are introduced and described in detail. The first of the twaregches builds upon the
manually constructed question classifier and is based wgoarstic type extraction. The
second approach revolves around automatically acquiremgilized surface matching
text patterns.

We also introduce an approach to answering definition questivhich includes novel
techniques for the analysis of definition targets, filterssientence selection, and redun-
dant phrase detection. Together, these techniques leadigh @erformance definitional
guestion answering system.

Whilst a number of different techniques for answering fat@nd definition questions
are introduced and evaluated throughout this thesis itldizeiremembered that a long
term aim is to produce approaches which can be used in reddr @@ applications. Two
publicly available QA systems are introduced which comhireetechniques introduced
throughout this thesis: AnswerFinder and Varro.

AnswerFinder, detailed in Chapter 9, combines the appexsbth factoid question an-
swering discussed earlier in the thesis into an applicatibich draws its answers from
the web. On average, AnswerFinder takes approximately@sisco answer a question
— not an unreasonable length of time to wait for an exact aneweequestion. Optimiza-

tion, which has not been performed, could certainly impnaowen this.

Varro, detailed in Appendix C, constructs a definitions fagigen target using Google

to search the web for relevant documents from which it exdraentences that describe
some aspect of the target. On average definitions are crieapgroximately 21 seconds.

While this is much longer than people are usually willing taitfor a search engine to

locate relevant documents it should be compared with the itimould take a user to read

the documents to find the interesting facts about the taBgen in this light 21 seconds
seems reasonable and code optimizations could improvethon
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Many of the approaches developed throughout this thesks ha@n evaluated within the
QA evaluations held as part of TREC. The performance of tipeagzhes for answering
factoid, list and definition questions was above the avecagarticipating systems when
independently evaluated as part of TREC 2004 and TREC 2@5Appendices D, E
and F).

1.6 Thesis Structure

This thesis consists of four main sections which answer iims gtated above. Part |
presents the relevant background material and containsaal lmverview of questions and
answers along with a brief history of computer based questitswering. Most of this

opening section is devoted to detailing the numerous etralutameworks and metrics
required to allow us both to evaluate the research contamlaeter sections of this thesis,
and to compare the results with the work of other researchehe field.

Part Il contains novel contributions to the field of open-@amfactoid question answering
and is divided into chapters that deal with the three maingmments of most modern QA
systems: question analysis, document retrieval and arextrection.

Part Ill is organized in a similar fashion to Part Il and distaiovel contributions to defi-
nitional question answering.

Finally, Part IV attempts to sum up the ideas presented gthi@sis as well as suggesting
possible future directions for research into QA technology
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A Brief History of QA

It would be wrong to claim that interest in QA technology isezent development in
Natural Language Processing (NLP) with Simmons (1965)rtakeviewed no less than
fifteen English language QA systems constructed betwee@ 486 1965. This chapter
will present a brief history of QA in an attempt to place theaarch detailed in Parts Il
and 1l of this thesis in the proper historical context.

2.1 Natural Language Database Systems

Two of the best-known early QA systems weredgBALL (Green et al., 1961) andu-

NAR (Woods, 1973). The BSEBALL system was designed to answer questions about
baseball games which had been played in the American leagiirggca single season,
while LUNAR was designed...to enable a lunar geologist to conveniently access, com
pare and evaluate the chemical analysis data on lunar rocksail composition that was
accumulating as a result of the Apollo moon missi¢woods, 1973). Both systems were
much more than toy research projects, withNAR being successfully demonstrated at
the Second Annual Lunar Science Conference in 1971. Of thegligstions that were
non-comparative, and within the scope of the moon rock d&% were answered cor-
rectly.

Although many of these early systems were highly sophisicaven by modern stan-

dards, they were nearly all restricted to a limited domaithvaccess to a structured
database containing the available domain knowledge. Thstmgus presented to these
systems were usually analysed using linguistic knowledgardduce a canonical form,

which was then used to construct a standard database quergx&mple, for the ques-

tion! “List the authors who have written books about businems'SQL (Structured Query

Language) query, such as the following, would be generated:

SELECT firstname, lastname FROM authors, titleauthor, tit les

! This is a modern example taken from Microsoft's English @800, which is part of Microsoft SQL
Server. Seattp://www.microsoft.com/sql/ for more information.

11
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WHERE authors.au_id = titleauthor.au_id
AND titleauthor.title_id = titles.title_id

In simple terms, these early systems relied on having thevkettye required to answer a
guestion available in a highly structured form, not as catgly unstructured text, which
is one of the challenges facing today’s QA researchers.

Most QA research that took place during the 1970’s was in alainaein to the sys-
tems already mentioned, more examples of which can be faur@raosz et al. (1986).
See Copestake and Sparck Jones (1990) for a compreheasgie® 0f natural language
front-end development through to the year 1990.

While it appears that little research into QA as an indepeht#sk was being undertaken,
many of the early research projects were concerned wittedetasks that would form the
basis of future QA research. Such related ideas are dialmgdieeading comprehension,
both of which are discussed below with the aim of highlighttheir contributions to
open-domain QA.

2.2 Dialogue Systems

In his seminal articléComputing Machinery and IntelligenceTuring (1950) described
an experiment aimed at settling the question of whether barm@mputer is capable of
thought. The Turing Test, as the experiment has become kngawe birth to research
into computer systems capable of holding a meaningful asati®n, usually referred to
as a dialogue. A dialogue, by its very nature, often containgast one question and
therefore is relevant to this history of QA development.

One of the earliest and best known of these Artificial Inggliice (Al) dialogue systems
is Weizenbaum’s EizAa (1966). HlizA was designed to emulate a therapist, and for
many years could be found listening to visiting academicthe Al Laboratory at the
Massachusetts Institute of Technology (M.I.T.). Althouwghfirst sight EizA seems ex-
tremely sophisticated, a closer look at how the program siehlows just how simplistic it
really is. B.1zA operates through sequences of pattern matching and stpecement,
for example the pattern

... you ... me
matches the sentence

Why do you hate me?
On encountering this sentence the program selects a traregion from the list of pos-
sible transformations for this pattern, for example:

YOU LIKE TO THINK | ... YOU DON'T YOU?
and produces the output

Y OU LIKE TO THINK | HATE YOU DON'T YOU?
Clearly this is not a robust dialogue system and there are/regamples of EizA pro-
ducing complete gibberish due to stringently applying ¢h&ansformation rules. It
should also be clear that this type of system is never goirgetable to answer open-

12
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domain questions which require a real-world response, astiWhat do penguins eat?”
For a complete exposé of A and a similar program calledhRRY (Heiser et al., 1980),
see Copeland (1993).

Moving forward through the history of Al dialogue systemsaarch brings us tofRDLU
(Winograd, 1972) and Gs (Bobrow et al., 1977). Both of these systems are interfaxes t
databases holding information about a restricted domalire difference between these
systems and systems such asNAR (see Section 2.1) are their dialogue capabilities.
Gus was designed to simulate a travel advisor and had accessdtalhade containing
limited information about airline flight times.

SHRDLU is probably the better known of these two systems. It coleftich robot arm
in a virtual micro-world consisting of a table top strewnhv@oloured blocks of varying
shapes and sizes and a box into which the blocks could bedlad&/hilst example
conversations with SRDLU are generally impressive, the system is still severelytéchi
to only discussing the micro-world it inhabits. Take thedwaling exchang& (this is a
slightly modified version of a conversation, due to HauglérB5), which appeared in
Copeland (1993)):

Build a steeple.

SORRY, | DON'T KNOW THE WORD ‘STEEPLE.

A ‘steeple’ is a stack that contains two green cubes and amigta
| UNDERSTAND.

Trade you the steeple for three red cubes.

SORRY, | DON'T KNOW THE WORD ‘ TRADE'.

A ‘trade’ is a free exchange of ownership.

SORRY, | DON'T KNOW THE WORD ‘FREE.

Sorry, | thought you were smarter than you are.

SORRY, | DON'T KNOW THE WORD ‘ SORRY .

This attack is a little unfair, as no one ever claimed thatsystem had any knowledge
about trade or anything other than the properties of thekisldable, box and the ability to
move the blocks around. In fact even colours, whiefRSBLU seems to understand really
well, are simply properties of the blocks; there is no uniderding of colour. Although
an outstanding programming effortH8DLU is as limited as EizA and in its creator’s
own words‘a dead end”.

Dialogue systems were historically the domain of Al reskars. This has changed over
time, and currently there is a vast amount of NLP-based relseato dialogue systems.

One modern dialogue system is Jupiter (Zue et al., 2000hgimy best described by its

product page at MIT:

2 http://hci.stanford.edu/cs147/examples/shrdlu/
3 Note that in the machine-human transcripts the particgparg shumanand aMACHINE.
4 http://wwisls.Ics.mit.edu/slsiwhatwedo/application sl/jupiter.html
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“Jupiter is a conversational system that provides up-taedaeather infor-
mation over the phone. Jupiter knows about 500+ cities weide (of which
350 are within the US) and gets its data from four differenb\Wased sources”.

The following are example questions put to the Jupiter systete how the system re-
members some aspects of the previous queries:

What cities do you know about in California?

How about in France?

What will the temperature be in Boston tomorrow?

What about the humidity?

Are there any flood warnings in the United States?

Where is it sunny in the Caribbean?

What'’s the wind speed in Chicago?

How about London?

» Can you give me the forecast for Seattle?

Will it rain tomorrow in Denver?

Jupiter is based on the GALAXY client-server architectiBer{eff et al., 1998; Polifroni
and Seneff, 2000) and consists of the following stages:

1. Speech Recognition: converts the spoken sentence kito te

2. Language Understanding: parses the text into semaatitefs (grammatical struc-
tures containing the basic terms need to query the Jupitabdse).

3. Language Generation: uses the semantic frame’s basis terbuild a SQL query
for the database.

4. Information Retrieval: Jupiter executes the SQL queny ratrieves the requested
information from the database.

5. Language Generation: converts the query result intowadanguage sentence.

6. Information Delivery: Jupiter delivers the generatedtsece to the user via voice
(using a speech synthesizer) and/or display.

Clearly Jupiter is more complex than systems suchr#spguU as the system is dealing
with input via the telephone and hence has to cope with thedgdoblem of robust
speech recognition to provide a reasonable input to theglie system. Note, however,
that just as 8RDLU was limited to questions about the block world it inhabitedapiter
is limited to questions about weather reports for the citissaware of.

14
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2.3 Reading Comprehension Systems

Reading comprehension tests are frequently used to testddéng level of children. As
early as 1977 (see theu@L™ system detailed in (Lehnert, 1977)) researchers recagnise
that they were also an appropriate way of testing the languagderstanding abilities of
computer programmes and hence started to build systembleagfaanswering reading
comprehension tests.

In a similar way to most of the early dialogue systems (se@tée@ous section), the early
reading comprehension systems were developed by the Al coityn One of the best
known early systems isam, developed at the Yale Al lab, and which arose from earlier
work on inference and paraphrase in MeRGIE system (Schank, 1975). Consider the
following short story:

John went to New York by bus. On the bus he talked to an old M#hen
he left the bus, he thanked the driver. He took the subwaydod’s. On the
subway his pocket was picked. He got off the train and enteeede’s. He
had some lasagne. When the check came, he discovered ha'tpaid The
management told him he would have to wash dishes. When hedefiught
a bus to New Haven.

This is a simple story and one about which we could all answeple questions. The
following is the transcript of a set of questions about thevabstory being put tsAM
(Schank and Abelson, 1977):

Why did John go to New York?

BECAUSE JOHN WANTED TO GO TOLEONE'S.

How did John get to Leone’s?

JOHN TOOK A BUS TONEW YORK AND THEN HE TOOK THE SUBWAY TOLEONE'S.
Did anything unusual happen on the bus?

| DON'T REMEMBER ANYTHING.

Did anything unusual happen on the subway?

A THIEF PICKED JOHN’S POCKET

What did John order?

JOHN ORDERED LASAGNE

Did anything unusual happen at the restaurant?

JOHN DISCOVERED THAT HE COULDNT PAY THE CHECK AND SO HE HAS TO
WASH DISHES

Why couldn’t John pay the check?

BECAUSE JOHN DID NOT HAVE ANY MONEY.

Why didn’t John have any money?

BECAUSE A THIEF PICKEDJOHN’S POCKET

How did John get back to New Haven?

JOHN WENT FROMLEONE'S BY SUBWAY AND THEN HE WENT TONEW HAVEN
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BY BUS.
How was John able to take the bus to New Haven?
PROBABLY JOHN HAD A TICKET.

This is without doubt an impressive display. Of specialriest is the fact thasAM has
managed to return information which is only implicitly stin the story, for example:

» sAM inferred that John ordered the lasagne that he had

* SAM inferred that having to wash the dishes was a consequenae béimg able to
pay the check

* SAM manages to correctly decide that John’s reason for goingete Xork was to
eat in Leone’s not to wash dishes or have his pocket picked.

* In the answers to the last two questi@msv makes sensible conjectures well above
the information given in the story.

This dazzling display is all the work of numerous scriptsetigAm applies as it works
through a story (incidentallygAM stands foiScript Applier Mechanisin In this instance
SAM would use scripts for restaurant, bus and subway. Theggsatlow simple stories
to be expanded to contain all the standard things that hapgesituation (such as sitting
at a table in a restaurant although that is never mentiom@uwing exactly what should
happen in a restaurant enabgzsv to spot deviations from the norm, i.e. in this case John
is unable to pay the check. Having already applied the sulsaagt and noticing that the
usual outcome of having your pocket picked is no mosey can then correctly deduce
that John cannot pay the check because he has no money. Likeahthe systems (in
numerous domains) which we have already discussedis limited in that a script must
exist for sAM to sensibly answer any questions. Clearly there will comiena tvhen a
script is needed which has not been prepared and the systéfailviThe aim of this
type of research must then be to get away from the necesshgruf-coded resources,
to open-domain unrestricted question answering (the sawidgm that haunted early
dialogue processing systems).

Many of the modern reading comprehension systems are asktgnmeturn only the sen-
tence most likely to contain the answer, and not just the an#self. Although this is
a step backwards compared to systems sucbaag this limitation is partly based on
the fact that these systems no longer rely on scripts to gemanswers. This contrasts
with most other question answering research in which sysi@m to return an answer
(albeit surrounded by text from within a sentence) rathantthe full sentence contain-
ing the answer. Two such systems are Quarc (Riloff and Th&@ed0) and Deep Read
(Hirschman et al., 1999) both of which report results at leetw30% and 40% in reading
comprehension tests for children in the 3rd to 6th gradés example test is shown in
Figure 2.1.

5 For those not familiar with the grade school system, childrethese grades are between eight and
twelve years old.
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Maple syrup comes from sugar maple trees. At one time, maplgpsvas used t
make sugar. This is why the tree is called a “sugar” maple taggar maple tree
make sap. Farmers collect the sap. The best time to collpdsda February an
March. The nights must be cold and the days warm. The farmks drfew small
holes in each tree. He puts a spout in each hole. Then he hdmg&et on the end g
each spout. The bucket has a cover to keep rain and snow ogisaphdrips into th
bucket. About 10 gallons of sap come from each hole.

1.
2. What does the farmer hang from a spout? (A bucket)
3. When is sap collected? (February and March)

4.
5

. Why is the bucket covered? (to keep rain and snow out)

How Maple Syrup is Made

T ©

D =

Who collects maple sap? (Farmers)

Where does the maple sap come from? (Sugar maple trees)

Figure 2.1: An example reading comprehension test.

Both systems work by using a set of pattern matching ruldgsifgéist bag-of-words) and
then augmenting this with one or more of the following nattlaaguage techniques: part
of speech (POS) tagging, stemming, named entity idenificasemantic class identifi-
cation and pronoun resolution.

At first glance these systems seem exceptionally poor whempared to other QA sys-
tems, such as those entered in TREC, which at best answerxapptely 70% of the
questions. As was pointed out by Anand et al. (2000), readamgprehension tests are
actually document-specific question answering tasks:

“Each question is asked with respect to a specific documedtla@ answer

must be located from within that document ... documentipeaestion an-

swering poses different challenges than general questigwaring because
an answer generally appears only once in a document ... \alsaregeneral

QA many documents contain an answer to the question, henoeusngnt-

specific system usually only has one shot to find the answer”

One modern system that attempts to return an actual anshegy than the sentence most
likely to contain the answer, is Spot (Anand et al., 2000tSyas developed around the
hypotheses that:

“... one can fruitfully decompose the reading comprehemsask into ques-
tion analysis QAnalysis) categorizing the question as one of 30 odd types,
finding an answer regiorHotSpotting), and finding the answer phrase in the
answer region RinPointing)”

The system they then implemented uses this hypothesisaitkdtie problem as follows:
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QAnalysis: categorise the question based on a shallow parse of the@uesmbined
with lexically grounded regular expressions.

HotSpotting: find the answer region (i.e. sentence) using word overlapd®t question
and region.

PinPointing (1): use independenttagger modules to mark phrases with typespond-
ing to the question types from QAnalysis.

PinPointing (2): rank the candidate answers using information from QAna)y$otSpot-
ting, and PinPointing (1). Candidate ranking is necessegesHotSpotting and
PinPointing cannot be performed perfectly.

Although a valiant effort, they still only produced a systarhich could answer about
28% of the questions (clearly the result was going to be wtirae the systems which
just return a sentence as this is a more difficult task). Hewefthe system is evaluated
between the final two stages then the performance is conpasdih Quarc and Deep
Read.

2.4 Open-Domain Factoid Question Answering

One of the early open-domain question answering systemgrekesto extract exact an-
swers from free text, rather than a structured databaseywasx (Kupiec, 1993)Mu-
RAX was designed to answer questions from the Trivial Pursuiégg-knowledge board
game — drawing answers from Grolier’s on-line encyclopa¢ti®90). Answers were as-
sumed to be noun phrases and evaluation over seventy ‘whddindrat’ questions shows
that MURAX was able to return a single correct exact answer to 53% of tlestopns.
A correct answer was within the first five answers returned7#% of the questions. It
is difficult to compare the performance mURAX with more modern QA systems, es-
pecially as using an encyclopaedia as the document caltedilikely to make finding
correct answers easier. For example, when asking the qoégthat’s the capital of the
Netherlands?”it is likely that the encyclopaedia entry for the Netherlamdll be highly
ranked and is very likely to contain the correct answer. Agkhe same question over a
corpus of newswire articles or unrestricted text, such asuib, is likely to be harder.

In recent years research in open-domain QA has been adeelatae to the inclusion
of a QA track at the Text Retrieval Conference (TREC). TREG started in 1992 with
the aim of supporting information retrieval research byptmg the infrastructure nec-
essary for large-scale evaluation of text retrieval methagie$. The QA track was first
included as part of TREC in 1999 with seventeen researchpgreatering one or more
systems. Although the performance of the systems variedlyyidome were remarkably
good (see Voorhees (1999) for an overview of the track andiblan et al. (1999) for a
report on the best overall system). An additional aim of thek was to define a task that

6 Seehttp:/itrec.nist.gov/overview.html for a more detailed overview of TREC.
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would appeal to both the document retrieval community (a$esgs could return up to
250 bytes, the task could be seen as short passage retarddh)e information extraction
(IE) community (where question answering is simply opemdm IE).

The majority of the systems work in a similar fashion and ¢&tnsf two main (often

entirely separate) sub-systems. Firstly, an IR systemead tesselect the top documents

or passages which match a query that has been generatedhfeoguestion. For more
details on this stage in the workings of a question answeaysgem see Chapter 7.

The second stage then consists of finding the answer erfiitseslly snippets of text)
from within these documents and then ranking them in suchyaasdo select a limited
number of possible answers. The majority of the early TRE€Iesys pinpointed likely
answers by using a form of window-based word scoring, wheetards desirable words
in the window. They moved a window across the candidate anwxeand returned the
window at the position giving the highest score. Clearly ynariations on this technique
are available by, for example, tuning the window size andsttwre assigned to different
words. Although this form of answer pinpointing works to sodegree (giving results of
up to 30% in independent evaluations), it has some serioutations (Hovy et al., 2001):

* It is impossible to accurately pinpoint the boundariesmBaswer (e.g. an exact
name or phrase).

* It relies solely on word level information and does not usmantic information
(hence no knowledge of the type, i.e. person or locationhefanswer being
sought).

* Itis impossible to see how this method could be extendedntoposing an answer
from many different documents or even from different secésror phrases within
a single document.

Window based answer-pinpointing techniques are therdiimieed and will not, in the
long run, be a satisfactory method for pinpointing candidatiswers. This has led to
more and more of the TREC systems implementing semanticadstfor pinpointing
answers.

Currently the state-of-the-art factoid QA systems are éblanswer between 65% and
70% of the TREC questions, with the average being approxima0% (Voorhees, 2004).
Obviously there is a large difference in performance betvibke best performing systems
and the rest of the field. Unfortunately the time taken to arstve TREC questions is
not part of the evaluation and so it is unclear if any of the pepforming systems are
useable in real-time. At TREC 2004, Language Computer Gatjpm (LCC) (known for
developing PowerAnswer — a consistently well performindeTRQA system) introduced

a new system calleddRANTIR designed to answer questions in under 20 seconds for use
in their interactive dialogue systemERRET. Forcing RALANTIR to return an answer
within twenty seconds involves a trade-off between theiprac of the answer and the
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speed with which the answer is returned (Moldovan et al.4200he results of RLAN -

TIR compared with LCC’s main QA system, PowerAnswer, clearlysthat attempting

to return answers quickly has a significant effect on thetglof the system to provide
correct answers to the questions (the factoid score drofsped0.770 to 0.339 and the
overall combined score dropped from 0.601 to 0.254 over REQ 2004 test set). Not
only does the performance of the QA system decrease draihatidhen forced to return
answers quickly but the BUAINT collection, from which answers must be drawn, had to
be processed in advance and indexed via named entities ievadhis (see Section 4.1
for details on the AUAINT collection).

The future of open-domain question answering as defineddoyREC tasks is likely to
be guided by both the roadmap document (Burger et al., 20@0)ree ARDA AQUAINT
prograni. The ultimate goal of the AUAINT program is not to develop QA systems
which only answer factually based questions whose ansveerde found within a rela-
tively short window of text (e.g. a 50 or 250 byte window) fransingle document, but to
address a scenario in which multiple, inter-related qoestare asked in a focused topic
area by a skilled, professional information analyst whdtismapting to respond to larger,
more complex information needs or requirements. Whileesystdo exist which offer
some results in these areas, they are limited and do not hee®tS government’s broader
requirements for question answering. The current suggesithat participants in the
AQUAINT program will attempt harder tasks than the participanthénstandard TREC
QA track. When these systems are achieving reasonableégdseltasks will be moved
into the standard QA track.

2.5 Definition Questions

Systems which attempt to answer definition questions djfigle substantially from stan-
dard factoid QA systems. This is understandable as thersgants of an answer to a
definition question are different to those of a factoid guestFactoid questions require
a single fact (or a set of facts for a list question) to be regdrto the user. Definition
guestions require a substantially more complex responsgherd paragraph which suc-
cinctly defines thadefiniendunithe thing — be it person, organization, object or event,
often referred to as the target) which the user wishes to knove about.

Good answers to definition questions should probably besieryar in nature to an entry
in an encyclopaedia. For example, if the question asks abpetson then important dates
in their life (birth, marriage and death), their major asfeiments and any other interesting
items of note would comprise a ‘correct’ answer. For an ogion the answers should
probably include information about when and by whom the camypvas founded, what
the company makes/sells, who owns the company, and otlesegting things such as
other companies they have bought or collaborated with.

TREC 2003 introduced definition questions as a new type aftipreleading to the first

7 http:/www.ic-arda/InfoExploit/aquaint/index.html
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large scale evaluation of systems capable of answering tip@sstions. Fifty questions
were asked including 30 for which the target was a (possibtiofial) person (e.g. Vlad
the Impaler, Ben Hur, Alice Rivlin), 10 for which the targetsvan organization (e.qg.
Baush & Lomb, Friends of the Earth) and 10 for which the tamgas some other thing
(e.g. agolden parachute, the medical condition shingleséma Sutra). This evaluation
was based around the idea that a definition should contaiaiicaeuggetsof information,
some of which are vital to a good definition whilst others diyrgxpand on it but are not
necessary.

One of the problems with systems designed to return defirgtie the level of detail
the systems should go into when producing an answer. For Ri&CTevaluations the
following scenario is assumed (Voorhees, 2003b):

The questioner is an adult, a native speaker of English, antaerage”
reader of US newspapers. In reading an article, the user lvmsecacross a
term that they would like to find out more about. They may hawseshasic
idea of what the term means either from the context of thelarffor exam-
ple, a bandicoot must be a type of animal) or basic backgratmuvliedge
(Ulysses S. Grant was a US president). They are not expettie idomain of
the target, and therefore are not seeking esoteric detaily. (not a zoologist
looking to distinguish the different species in genus Pelas).

The best way to accurately describe the kind of informatiooud a target that systems
were expected to return is by way of an example. The follovairegthe nuggets that sys-
tems were expected to return in response to the quelibiat is a golden parachute?”

. vital — Agreement between companies and top executives
. vital — Provides remuneration to executives who lose jobs

. vital - Remuneration is usually very generous

1
2
3
4. okay — Encourages execs not to resist takeover benebgaktreholders
5. okay — Incentive for execs to join companies

6

. okay — Arrangement for which IRS can impose excise tax

From this single example we can see firstly that each nuggesf-contained piece of
information, and secondly that the vital nuggets accuyatefine the term while the other
nuggets simply expand the ideas without adding anythinidyreaw to the definition. It

should be noted that whilst one person may agree with a seiggets another person
may have a totally different idea as to how to define a givantéihat is, the evaluation of
a definitional QA system is even more subjective than theuaw@n of systems answer-
ing factoid or list questions (see Section 3.1.3 for a disiursof the evaluation metric
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and (Moorhees, 2003b) for a thorough explanation of thelprob with this approach to
judging definition systems).

Most systems entered in the evaluation followed a similahigecture. Firstly, relevant
sentences, i.e. those containing the target or an apptelyrilmked anaphor, were re-
trieved from the ARUAINT corpus. These sentences were then scored using a number
of features, including the similarity of the target to knowdittionary entries (such as
WordNet glosses), biographies or definitions retrievednfriine web and hand-crafted
indicative patterns such a$ARGET is a kind of” or “TARGET known as”. Methods bor-
rowed from the summarization community were then appligtiéacanked sentences in a
bid to remove redundant sentences. Interested readersl slomsider consulting a selec-
tion of papers describing these systems, including Xu €2803), Yang et al. (2003) and
Echihabi et al. (2003). For a discussion of the evaluatiotrioseused and their reliability
see Voorhees (2003b) and Section 3.1.3 of this thesis.

The relative immaturity of this area of QA research is wdlistrated by that fact that the
second best performing system evaluated as part of TREC ®@63 simple baseline
system entered by BBN (Xu et al., 2003). This system consdiits definitions by
retrieving sentences containing the target and retaimagéntence if it did not overlap
more than 70% with previously retrieved sentences, stgppinen 4000 characters of
text had been retrieved.
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Evaluating QA Systems

Evaluation can be a highly subjective task, especially wdealing with natural language
systems. It is easier to evaluate tasks for which there is i@ learly defined answer
(e.g. named entity recognition, which can be evaluatedrmgeof the proportion of en-
tities correctly recognised), however, for most naturablaage tasks there is no single
correct answer. For example, the method of evaluating nmédion retrieval systems re-
quires a text collection and a set of queries for which soradwas manually searched
the entire collection for all the relevant documents. Ohlgrt can the queries be used to
make an evaluation of the system using recall and precisiefingd later in this chap-
ter). This is no easy task even for collections as small aCstic Fibrosis Database
(Shaw et al., 1991), which contains 1239 articles (appraxéy 5 megabytes of text) all
of which would have to be compared with each query. Imagip@agrto do the same
for the AQUAINT collection used, in recent years for the TREC QA evaluatiavsch
contains approximately 1,033,000 articles in 3 gigabyfaext (see Appendix A to ap-
preciate how just how large some of these collections aiteg.ekpense of hiring humans
to examine such large collections in order to generate daltsrds for evaluation is also
prohibitive, which further complicates the evaluationgedure.

The LUNAR system (Woods, 1973), designed to answer questbpout the geology of
moon rocks, is of historical interest as it was one of the {8t systems to be subject
to user-evaluation (see Section 2.1). More recently théuatian of QA systems has
focused mainly on the QA track at TREC organised by the Natibrstitute for Science

and Technology (NIST).

3.1 End-to-End Evaluation

Most of the evaluations in this study will be concerned witle final output of a QA
system and so a widely accepted evaluation metric is redjtorallows us to both evaluate
the ideas detailed in this thesis and to compare our resithstinose reported by other
QA researchers.

L http://www.dce.ufmg.br/irbook/cfc.html
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Most of the recent large scale QA evaluations have takere@agart of the TREC con-
ferences and hence the evaluation metrics used have besrsieely studied and could
be of use in this study. What follows are definitions of nunuisrmetrics for evaluating
factoid, list and definition questions and an explanatiowbich metric will be used in

the evaluations in Parts Il and 11l of this thesis.

3.1.1 Factoid Questions

To evaluate QA systems we firstly need to define what conssitah answer to a question.
Clearly an answer has to be correct to be of any use, but iHikeat/es a lot of scope
for different systems to present the same answer in diffexays. Most of the systems
we will look at in this thesis use unstructured text as theurse of answers, and usually
(but not always) return a short extract from a relevant deentras an answer. The major
difference between QA systems of this type is how long thernetd answer is. While
most real-world QA systems would probably return an answeontext (a phrase, sen-
tence or paragraph which supports the answer) for the pespafevaluation QA systems
are usually expected to retuemactanswers. The reason for insisting on an exact answer
is to determine how good systems are at pinpointing the ex@wer. Isolating the ex-
act answer would of course allow varying length sectionset¢elixen from the document
correctly centred on the answer, and it also opens up thebadgsof using the exact
answers along with text generation systems to provide asswigich are not simply cut
from a supporting document.

The main problem with getting systems to return exact ansvgedefining what makes
an answer exact. For instance, most people would probaléeabatMississippi the
Mississippj Mississippi riverandthe Mississippi riverare all valid exact answers to the
question“Which river is known as the ‘Big Muddy’?” It is, however, important to dis-
tinguish between extraneous material that is junk and ematerial that further answers
the question. For example, the questidvhat year did the shuttle Challenger explode?”
has as an exact answE986 Using a very strict definition of exact would mean that the
more precise answer danuary 1986vould be deemed inexact as it provides more infor-
mation than was requested. Cleadgnuaryis extra material but it further answers the
guestion and is not junk, many would consider this an idesan to the question. This
is in fact the approach adopted throughout the work docuedeint this thesis; namely
that an exact answer is anything that defines the answer apthenanswer to a level of
detail the same or better than was requested via the question

Evaluation, irrespective of the metric being used, is edrout automatically. As most
of the evaluations within this thesis make use of the TREGtjoie sets and document
collections (see Chapter 4) this can be easily achievecer &ich TREC QA evaluation
a set of regular expressions has been made avalallieh for each question match all
those answers submitted to the evaluation which the huntregidecreed were correct.
It is also an easy task to generate from the judgment filesétbentain the answers by

2 Thanks to NIST and in recent years Ken Litkowski for prodgdinese regular expressions.
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each system to every question and a flag to mark them as garnsttpported, inexact or
incorrect) a list of documents from which at least one sydtesifound a correct answer
for each question. Using these two sources of data theravarevays in which we can
determine if an answer is correct:

 Strict: An answera to questiony is considered correct if, and only if, it has pre-
viously been judged correct, i.e. it matches one of the gegexpressions known
to match correct answers to the question, and it is linkeddocment which is
considered relevant.

» Lenient: An answera to question; is considered correct if it has previously been
judged correct, i.e. it matches one of the regular exprassinown to match correct
answers to the question.

Whilst neither approach produces an evaluation which i€4.00rrect they are at least
consistent across different QA systems. Using the leniethod will always give higher
results as unsupported answers (those were the linked dotuwhoes not support the
answer) will be considered correct. Throughout this thedisve use the strict approach.
Using the strict approach allows us to state that the resbt@ned are an accurate lower
bound upon the results.

The original evaluation metric used in the QA tracks of TRE@Gn8 9 was mean recip-
rocal rank (MRR). MRR provides a method for scoring systerhgcv return multiple
competing answers per question. kgbe the question collection angdthe rank of the
first correct answer to questiorr O if no correct answer is returned. MRR is then given
by Equation 3.1: o

@ 1/r;

=1 ?

MRR ] (3.1)

As useful as MRR was as an evaluation metric for the early TRECevaluations it
does have a number of drawbacks (Voorhees, 1999), the mpsttamt of which are that
1) systems are given no credit for retrieving multiple (gli#nt) correct answers and 2)
as the task required each system to return at least one apeswguestion; no credit was
given to systems for determining that they did not know ofldowt locate an appropriate
answer to a question.

One improvement to MRR was to introduce a way of signifyingtta system cannot
determine the answer to a question (returmimg as the answer) allowing systems to be
credited for a correciL answer, if there is no known answer in the collection, in the
same way as for any other correct answer (first introduced’BQ 10). This still does
not cover the cases in which a system makes no attempt to easggestion (in this
case most systems will retuniL possibly inflating their score if they do not attempt a
question which happens to have no known answer in collecsiem Appendix D).

As the QA TREC evaluation matured it became clear that théuatran should move
from evaluating systems over multiple answers per questi@nsingle exact answer per
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qguestion. Clearly this change required a new evaluatiomicnéh TREC 11 confidence
weighted score (CWS) was chosen as the new evaluation ndiochees, 2002). Under
this evaluation metric a system returns a single answerdon guestion. These answers
are then sorted before evaluation so that the answer whecsygtem has most confidence
in is placed first. The last answer evaluated will therefad¢h® one the system has least
confidence in. Given this ordering CWS is formally defined quBtion 3.2.

12'1 number correct in firstanswerg:
QI

CWS therefore rewards systems which can not only provideecbexact answers to
guestions but which can also recognise how likely an anssver be correct and hence
place it early in the sorted list of answers. The main issulk @WS is that it is difficult to

get an intuitive understanding of the performance of a QAeygiven a CWS score as it
does not relate directly to the number of questions the systas capable of answering.

CWS = (3.2)

As good as these evaluation metrics are another simpleroigticcuracy, the fraction
of questions judged to have at least one correct answer firshe answers to a question.
Let Cp, be the correct answers for questi@iknown to be contained in the document
collectionD and ngm be the firstn answers found by systemfor questiong from D
thenaccuracy is defined as:

€Q|Fy,,NC %
accuracyS(Q,D,n):Hq QD g Da 7 2} (3.3)

Q|

Throughout the remainder of this thesis the evaluationss@stems will be carried out
using a strict form of theccuracy measure witlu@Qn denotingaccuracy at rankn.

3.1.2 List Questions

List questions were originally a simple extension of thetdat questions. Instead of
requiring a single exact answer list questions simply neglia fixed sized, unordered set
of answers, for exampl®&ame 22 cities that have a subway systerdr these questions
the score (for a single question) was simply the fractionegjuested answers correctly
returned. While this type of list question is relatively g&s evaluate the questions often
seem artificial and may not represent the types of list qoiestieal users would ask. For
example it is unlikely that a users would want to know 22 eitrghich have a subway
systems — they are more likely to ask if a given city has a sytsyateni or for a list of
all cities which have a subway system.

From TREC 2003 the list questions have attempted to more atety reflect real world
users and no longer limit the target number of answer ins@required. This change in
guestion style clearly dictates a different evaluationrinethich can cope with the un-
known size of the answer set. Continuing with the notatiarootuced for the evaluation
of factoid questions, let’,, , be the set of known answers to questioin the document

3 An example of yes/no questions which are not covered by ttigisi$ or the TREC evaluations.
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collectionD anng,q be the response to questigby systemS then we define the recall
R of the answer set to be:

Fs NnC
recall®(D, q) = M (3.4)
‘CD,q|
and the precision of the answer set to be:
FS NnC
precision® (D, q) = M (3.5)
‘FD,q‘

The final score for a given question is a combination of preciand recall using the well

known F measure, defined in Equation 3.6, giving an equalveig (5 equal to 1) to

precision and recall.

(B*+1)x PxR
02x P+ R

Having now defined the metrics used to evaluate QA systemabtajf answering list
questions it is worth noting that very little will be said alhdhese systems throughout
the rest of this thesis as these questions have simply beatedr as factoid questions in
which all the answers (or all those above a given threshaklyeturned as the answer
set. While little will actually be said about list questionste that all the ideas presented
in Part Il apply to answering list questions as well as fatipiestions over which the
evaluations are reported. See Appendices D and E for offi&@&C evaluations of list
guestions answered using the approaches developed foidfgetestions in Part II.

F= (3.6)

3.1.3 Definition Questions

The answers to definition questions, suck\&at is aspirin?” or “Who is Aaron Cop-
land?” consist of an unordered set of text fragments (each frago@mbe of any length
although they usually range from single words to full seng=) which are judged against
a set ofnuggets A nugget is a single atomic piece of information about theent target.
For example there are seven nuggets that systems are ekpecgturn for the question
“Who was Alexander Hamilton?”

. Secretary of the US Treasury
killed in duel with Arron Burr
charged with financial corruption
congress refused to impeach
confessed to adultery

leader of the federalist party

N o g k~ w0 N PRF

named chief of staff by Washington
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Nuggets come in two flavours; vital and acceptable. A gooevanso a definition ques-
tion should contain all the vital nuggets but will not be pese for containing any or all
of the acceptable nuggets. In the above example the firs thuggets are considered vi-
tal while the remaining four are acceptable nuggets of mdron for a system to return.
Answers to definition questions are formally evaluated gisingget recall and precision.

Given a setl” of vital nuggets and the setof vital nuggets returned by a system then
nugget recall N R, is simply the proportion of the known vital nuggets retuty the

system: o
v
NR v (3.7)
To define nugget precisiofN P, we need firstly to define two other measuresgth and
allowance. Thelength of a definition is the total number of non-whitespace charact
which make up the definition. Each nugget (both vitaland acceptable,) contained in
the definition gives anllowance of 100 non-whitespace characters in which the defini-

tion should be contained and is formally defined as:
allowance = 100 x (|v| + |a|) (3.8)

Nugget precision)N P, is then defined so as to determine how close in length thersyst
response is to th@lowance, i.e. theallowance calculates the maximum size of a defini-
tion before it is penalised for verbosity. The formal defontof N P is given in Equation
3.9.

NP — {1 if length < allowance, (3.9)

| lengthollowanee  otheryise

Nugget precision and recall are combined using F measurefased by Equation 3.6
(with NP and N R replacingP and R respectively).

The main problem with the evaluation metric is that the raglof different systems can
change quite dramatically given a changesimn the F measure equation. The TREC
2003 evaluations used/avalue of 5 based on the correlation between results obtained
using this configuration andlaolistic evaluation carried out as part of a pilot evaluation
held in 2002 (Voorhees, 2003a). Figure 3.1 shows the petoom of the top 5 TREC
2003 systems (evaluated withequal to 5) and a baseline system (Xu et al., 2003)for
values 1 to 5 (Voorhees, 2003b).

As you can clearly see from Figure 3.1 the valuefohot only has an affect on the
actual score assigned to a given system but more importeatiydramatically alter the
relative performance of different systems. For instaneesintence baseline performs
exceptionally well whert is set to 5 but quite poorly at lower values (when the best run
from all participating institutions are considered theis itanked 1% wheng is 1 giving

an F score in which recall and precision are equally weighted

Even if it was possible to determine the corrgctalue based on extensive comparison
between human and computer evaluations an issue still nsmdt is exceptionally time
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Figure 3.1: Effects of varying on the evaluation of definition systems.

consuming to evaluate a definition run and as yet, unlikedotdid (and to some extent)
list questions, no accepted automatic evaluation methistisex

Recently published work (Xu et al., 2004) suggests that iy i@ possible to use the
Rouge evaluation method (Lin and Hovy, 2003), originallyeleped for the evaluation
of computer generated summaries, to automatically evalagwers to definition ques-
tions. Given a reference answét, and a system responsg, the Rouge score for eval-
uating definition questions can be derived from the work byamnd Hovy (2003) to give
Equation 3.10 in whiclzount,,,q;cr, (R, S, n) is the number of shared-grams betweet®
andsS, andcount(R,n) is the number ofi-grams inR, with Xu et al. (2004) suggesting
3 as an appropriate value for.

m

Rouge(R,S,m) =7 H

countmaten (R, S, n)
count(R,n)

(3.10)

The main outstanding issue hindering a wide adoption of Rasighe requirement of a
reference answer. The current assessor lists issued bywh#dt containing the answers
tend to be terse notes rather than well formed phrases. ferefe answer of well formed
phrases was manually formed by interpreting each nuggétneference to a selection
of relevant documents to provide background context. @nidely accepted set of ref-
erence answers is made available, evaluations using Roillgewpen to interpretation
and not directly comparable with other evaluations.

While the idea of an automatic evaluation method is ceyaaplpealing the evaluations
in Part 111 of this thesis will continue to use the TREC evdiaa metric, that is an F score
with a g value of 5, to allow easy comparison with currently avaidatéata from TREC
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Documents
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Figure 3.2: Sections of a document collection as used forvdRuation.

2003. Note that TREC 2004 will use/avalue of 3 and there is currently no consensus
within the community on the correct value Gfso due consideration should be given to
evaluations using values ranging from 1 to 5.

3.2 Evaluating IR Systems for QA

Many QA systems follow a basic three part architecture (deggp€&r 5) incorporating an
information retrieval system which selects a small subsetocuments for later stages
of the system to process in detail to extract possible arssw@iven the importance of
such a component in the overall performance of a QA systenRlangine should also
be evaluated in some detail. If the IR component does notrretny answer bearing
documents then no amount of further processing will producerrect answer.

3.2.1 Traditional Metrics

The standard evaluation measures for IR systems are easid recall. LetD be
the document (or passage collectiad), , the subset oD which contains relevant docu-
ments for a query andR%,q,n be then top-ranked documents (or passages)yiretrieved
by an IR systent. Figure 3.2 illustrates the sets involved. In the contextofor QA

a relevant document is one which contains a correct answbetquestion with enough
context to support the answer.

Therecall of an IR systent at rankn for a queryg is the fraction of the relevant docu-
mentsAp , which have been retrieved:

_|Rp

NA
recallS(D, q,n) = A Dl

|AD,q|

(3.11)

The precision of an IR systemS at rankn for a querygq is the fraction of the retrieved
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documentsk?, , , that are relevant:

R} NA
precision®(D, q,n) = | D7q7r; Dl
|RD

(3.12)

7q)n‘

Clearly given a set of querigg averagerecall andprecision values can be calculated to
give a more representative evaluation of a specific IR system

Unfortunately these evaluation metrics although well fdeshand used throughout the IR
community suffer from two problems when used in conjunctieiin the large document
collections utilized by QA systems, namely determining $keé of relevant documents
within a collection for a given queryd,,. The only accurate way to determine which
documents are relevant to a query is to read every singlengeatin the collection and
determine its relevance. Clearly given the size of the cttbes over which QA systems
are being operated this is not a feasible proposition (sgeeAgix A to appreciate how
infeasible this really is). Fortunatelyooling has previously been shown to be both a
reliable and stable method of evaluating IR systems (Byc#tel Voorhees, 2004). In
pooling a list of known relevant documents is generated fassampling of the responses
being evaluated. In TREC, for instance, for a single quesyfitist 100 responses returned
by each system being evaluated is checked for relevancehasd pooled responses are
then used to evaluate the 1000 documents retrieved by estemsyWhilst pooling allows
stable discrimination between systems recall tends to beestimated as only 50%-70%
of relevant documents are located (Zobel, 1998).

A more important problem with evaluating IR systems for useA systems relates
directly to the use of the traditional measures of precisiod recall.

Consider two IR systents, andS; being used to find relevant documents to 100 questions
all of which are known to have 100 relevant documents with@dollection being used.
If S; returns 100 relevant documents for question 1 and no rel@l@uments for the
other 99 questions then it will have average recall and pi@ciof 0.01. If on the other
hand S, returns a single correct answer for each of the 100 questimrsit will also
have average recall and precision of 0.01. Therefore, anys@&em usings; as its
IR component will be able to return a correct answer for attrdoguestion, whereas
when usingS; it would be able to return a correct answer for any of the qaest(just
because a relevant document is found does not automatioaky the QA system will
be able to identify and extract a correct answer). From a QApgsetive systens; is
substantially better thaf; although the traditional measures of precision and recall a
unable to differentiate between the two systems.

3.2.2 Alternative Measures

In a naive attempt to provide replacement evaluation nusthmore suited to use over
large collections (such as the Internet and for evaluatiely earch engines in particular)
we define two new measuressition andanswer (Greenwood, 2001). Theosition

is simply the average position at which the first relevantuthoent appears within the
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first ten results andnswer is defined as the percentage of queries for which at least one
relevant document appears within the top ten documents) Beasures were restricted

to considering only the first ten answers as they were dedigmevaluate the output of
web search engines and most people like to see an answer &raauthe first page

of results with search engines displaying ten results pgepaClearly both measures
are overly simplistic althouglinswer does allow us to distinguish between the example
systemsS; and.S,, introduced earlier, which would have answer values of 1%bX00%
respectively.

In response to the issues surrounding the use of traditiBhal/aluation metrics in the
context of QA Roberts and Gaizauskas (2004) developed twometrics specifically
for evaluating IR systems which are used as part of larger Fems: coverage and
redundancy. Continuing with the same notation as before we also intteduto denote
a set of questions.

The coverage of a retrieval systeny for a question sef) and document collectiof at
rankn is the fraction of the questions for which at least one raledmcument is found
within the topn documents:

€Q|RY,, NA @

coverage®(Q, D,n) = o€ @ D’q|’Q| pa 7 2} (3.13)
The answer redundancy of a retrieval systent for a question sef) and document
collection D at rankn is the average number of relevant documents found withinape
n documents:

quQ |R%,q,n N AD,Q|
Q|

From the definition we can see thatverage is a generalisation of the naive method
answer allowing us to compare systems at any giweand also thatoverage is similar to
theaccuracy measure, used for evaluating the end-to-end performaeeeSgction 3.1),
but concerned with determining which documents containeobranswers to a question
rather than which system responses are correct answers/gsaan.

(3.14)

answer redundancy®(Q, D,n) =

The main advantage of the metriczerage andanswer redundancy are that they do
not require us to know the complete set of relevant documerisfor queryq, rather we
need only know which of the retrieved documents are relewifiie query2y, ., N Ap 4
and fortunately there is an easy way to approximate this.hénpgrevious section we
described an automatic way of evaluating QA systems usisgurees distributed via
TREC. These same resources can also be used to providetasttitenient evaluation
procedure for measuring the performance of competing IRpmorants:

« Strict: A documentd is considered relevant (i.el € Ap ) if, and only if, it has
been judged to contain an answer to the questiand one of the regular expres-
sions known to match correct answersjtmatches the content af(both tests are
required to allow passage retrieval systems to be corregtiuated).
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e Lenient: A documentd is considered relevant if one of the regular expressions for
guestiony matches the content df

Just as with the evaluation of the end-to-end performanee@A system both measures
of relevance can be used to compute coverage or redundaneyheNapproach will
produce values which are 100% correct although they willdesistent over different IR
approaches.

Increasing the coverage for a document set by simply rétigemnore documents is of
course unlikely to result in better end-to-end performamica QA system because this
will also result in an increased noise level within the doentset (see the next section
for a definition of noise). What is useful, however, is to camgthe coverage of two
different IR approaches over the same volume of text. As wioste experiments in this
thesis retrieve documents (or passages) of a similar sezedlsensible approach would
be to compare the difference in coverage (or redundancy)gatem retrieval rank. See
Saggion et al. (2004) for further examples of the volume xifibeing an important aspect
of the evaluation and comparison of differing IR systems @pproaches.

Throughout the remainder of this thesis we will quote thdwatson results calculated us-
ing the strict approach. Using the strict approach allowts gate that the results obtained
are an accurate lower bound upon the results. Coveragelat:raill be represented as
c¢@Qn with redundancy being@n.

3.2.3 Noisy Documents

An increase in coverage while more significant than an irsg@athe traditional IR met-
rics of precision and recall does not guarantee an impromemehe performance of a
full QA system.

Many QA systems determine, during question analysis (se®®€h6), the semantic type

of answers to a question and use this information to chec&fore the answer extraction

phase (see Chapter 8). While novel approaches to IR mayasetee coverage of the re-
trieved documents they may also increase the number ofe=nit the answer’s expected

semantic type within the set of retrieved documents, i.e.sarch space over which an
answer extraction component operates may increase. lintrisase in the search space
leads to more instances of the correct answer then the aesivaction components may

be able to extract the correct answer without a problem. possible, however, that the

percentage of entities of the expected answer type whicboarect answers to a question
will decrease, i.e. there will be a greater level of noisecihinay distract the answer

extraction components away from the correct answer or aisswe

Let D be the set of relevant documents retrieved by an IR systdior a questiony taken
from a set of questiong, ¢ be the expected answer typef questiong andIp,, be the

4 In this instance ‘answer type’ refers not just to standardasstic types such as Person, Date and Lo-
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set of unique instances of typdound in the document® for questiong while Ap ; , is
the set of unique answer instances of tydgeund in the document® which correctly
answer question.

The noise of an IR systemS and question se& is the fraction of the answer instances
Ip,. 4 judged incorrect and is formally defined as:

Z IID,t,q—AD.t.,q

(IEQ IID,t,q‘
Q|

So as well as determining the fraction of questions whicHdba answered using cover-

age we can calculatevise in an effort to determine how difficult it is to determine whic

the correct answer is out of the set of entities of the cotsgae. In the results detailed in
this thesis we will refer taoise at rankn asn@n.

noise®(Q) =

(3.15)

3.3 Are These Two Results Truly Different?

When comparing different approaches to a problem it is ingmmot just to show that
one system gives better results than another but whethestdhe differences between
the approaches are significant and not due to random chaocketdrmine if two results
really are different, experimental results in this theses@mpared using the pairéetest
(Kirkwood, 1988).

Assuming that comparisons between two systémand X, are carried out by evaluating
the systems over the same setrofndependent questions, |&t be the performance
difference between system§ and.X, for thei-th question:

YVi= Xy, — Xo (3.16)

When evaluating binary results of systéfn (i.e. IR and factoid questions in which either
the answer is present or not) on questidhe performance ; is defined as:

Xsi:

)

1 if X, correctly answered question
{ y d (3.17)

0 otherwise
For results with absolute values, such as the F measuresszssigned to the answers for
list and definition questionsX ; is simply the score assigned to the answer of question

i produced by system. Given the performance differenck;, we can determine the
sample meany overn sample questions using Equation 3.18:

v — ¥ (3.18)

cation but to much more complex concepts. For instance thwemtype of the questiotHow did
Mahatma Gandhi die?'would contain not only nouns such asart attackandcancerbut more com-
plex concepts such asurdered by X’ Although it is not always possible for systems to recogaite
instances of a complex answer type, this is not importantifercalculation of the noise level within
a document set, as the noise level is based solely upon thectand incorrect answers instances the
system is able to recognise.
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Using both the performance differenggand sample meavi, the sample variance?, is

defined as: 5y Py
52 — Ei:l( i ) (319)

n—1

The paired test is then defined as:

Pairedt =

Y (3.20)
Vs?/n
The larger the value of, the less likely it is that the difference between the twdetys
under evaluation is due purely to chance (note that the digriosignored). On a rea-
sonably sized sample of questions (at least 30) a valu@wér 1.65 signifies that such a
difference being due to chance is less than 5% wittvalue over 2.33 signifying a less
than 1% chance. For smaller samples the percentage poudsvaicrease showing that
is more difficult to prove a statistical significance with pal few sample questiof{$or
example, with only 10 questiorisneeds to be greater than 1.83 or 2.82 for 5% and 1%
respectively).

Throughout the remainder of this thesis improvements inréisalts which are signifi-
cantly different with 99% confidence (difference due to deis less than 1%) are sig-
naled bya while A signifies only 95% confidence. Similar meanings are attathau
andv.

5 Seehttp://www.statsoft.com/textbook/sttable.html for ¢ cut-off values.
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Experimental Setup

The main aim of the research detailed in this thesis is tosinyate a number of novel
ideas and techniques which, it is hoped, will contributene éver expanding field of
guestion answering. To be of real use to the QA research caontynevaluations of
new techniques should be easily comparable with those ef oisearchers in the field.
As many researchers submit their QA systems for indeperelehtiation as part of the
TREC conferences, they tend to publish results of their owimduse evaluations over the
same questions and document collections used for the TR&Gations. For this reason
these will be the main source of data used to evaluate difféeehniques throughout this
thesis.

In the same way that Chapter 3 detailed commonly used evatuatetrics which allow
systems to be evaluated and the results compared, thisectdgscribes in some detail,
not only the data collections used throughout this thesev&uate the techniques pre-
sented but also further details of some of the more subtletpof document collections
and question sets which can have an effect on the evaluatfdpa techniques.

4.1 Document Collections

Throughout this thesis most of the evaluations make use otardent collection known
as AQUAINT which has been used for the TREC QA evaluations since 2002 AQVAINT
Corpus of English News Tektonsists of approximately 1,033,000 documents in 3 gi-
gabytes of text covering the Associated Press WorldstreamshN&ervice from 1998 to
2000, the New York Times news service from 1998 to 2000, ard=iglish portion of
the Xinhua News Service (People’s Republic of China) fror86L8 2000. By using
the AQUAINT collection (along with the questions used in the TREC evalna detailed

in the following section) we can reliably compare performamacross not only our own
competing ideas and techniques but also those from otheangs groups knowing that
the systems are working from the same initial knowledgemur

! Linguistic Data Consortiurhgtp://www.ldc.upenn.edu ) catalogue number LDC2002T31.
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While the AQUAINT collection contains both a vast and varied amount of infdiona
certain techniques require the use of even larger and maegh@llections. For example
the surface matching text patterns, detailed in Sectiojr8diire a collection to not only
contain the correct answers to many questions of the saneebtyjto also contain many
instances of the answer to each question. For this kind bhigoe we make use of the
web as a document collection (usually accessed via Google).

Irrespective of the document collection being used, eadhearry document is assumed
to contain only true factual information. In essence thisngethat even if a QA system
were to return an incorrect answer to a question, as longeagdbument from which
it was taken supports the answer being correct then it isiatedl as such. As well as
covering erroneous information this also applies to theblerm of temporally depen-
dent answers. For example consider the questigho is the governor of Colorado?”
which was asked as part of the 2002 TREC evaluation. In 206®8dkernor of Colorado
was Bill Owens and an example supporting document frapuANT makes this clear
(XIE19990412.0037):

In Denver, Zhu met Colorado Governor Bill Owens, Denver Magelling-
ton Webb and representatives from the local Chinese contynuni

As the AQUAINT collection contains documents covering the period 1996)@)zZhere
was of course no guarantee that Bill Owens would still be thvegnor in the summer
of 2002, especially as the supporting document is a newdedating from the 12th of
April 1999. A more serious issue can be seen by examiningath@nfing excerpt from
another document in theUAINT collection (NYT19981113.0016)

Boston’s place on the list is no surprise because Grossmdroms Mas-
sachusetts, while Denver’s selection may have somethidg twith the fact
that DNC co-chairman Roy Romer is the governor of Colorado.

This document clearly states that the governor of Coloradofiact Roy Romer. This can
be explained by the fact that the document pre-dates Billi@&xerm as governor (he was
officially sworn into the office in January 1999), being datieel 13th of November 1998.
Both documents clearly state, however, that different feeage the governor of Colorado
(neither document says ex-governor or in any way suggesteitieer is no longer the

governor of Colorado) and hence, given the strict evalaatietric detailed in Chapter 3,
both Roy Romer and Bill Owens are considered correct answéh& question.

Clearly the above example could be solved simply by assuthagthe answer in the
most recent article should be considered correct, althdahighis not without its own
problems (historical articles often contain text suclf.aas Governor of Colorado Roy
Romer helped to establish..¥which alone is not enough to determine if this is present
or past tense and so the article date may be misleading). @ssbte solution would
be to improve the current range of QA systems to incorporateoee complete world
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knowledge representation, so that documents could beatlyrtenderstood and related to
each other. Humans when answering questions rely on woowlealge to enable them to
answer questions and deal with just such conflicting datgl{Pand Kinsbourne, 1996;

McManus, 2002) and so it is likely that advanced QA systentisigio require some level

of world knowledge.

What should be clear is that no matter how good a QA systenigtiselies solely on
the documents from which it can extract answers then theabvisys a possibility of the
answers beintpctuallywrong due to some form of falsehood in the text (erroneousibr o
of-date information being the most likely) although thevaeswill in fact be evaluated as
correct. Only world knowledge will overcome this difficulgithough it is not clear how
best to integrate large scale world knowledge with curratesof the art QA systems.

4.2 Question Sets

Just as the choice of document collection was focused arallmaing experimental re-
sults to be comparable to those of other researchers so hthiee of questions over
which the approaches will be evaluated. There are, as ohauf2004, three accepted
guestion sets associated with the@aINT collection. These questions sets are those
which were used for the 2002, 2003 and 2004 TREC QA evalusition

The format of the questions used in the 2004 evaluation isgkier, different from that

used in previous years and from the style of questions cereidin this thesis. In the
2004 evaluation a number of targets were listed along withalset of related questions
as a scenario. For example target 3 Wdale Bopp comet”for which the questions were:

Q3.1 (Factoid)When was the comet discovered?

Q3.2 (Factoid)How often does it approach earth?

Q3.3 (List): In what countries was the comet visible on its last return?
Q3.4 (Other): This translates tell me anything else which is interesting and
relevant but for which | did not know enough about the targetgk directly:

This means that some of the questions cannot be asked itiasdiem the target without
the use of appropriate coreference resolution to placeatiget within the question (e.g.
Q3.2 does not actually contain the target). These questdhsiot be considered in
the evaluations of techniques documented in this thedisowdh official TREC 2004
evaluations of the main approaches from Parts Il and Il eafobnd in Appendix E.

The majority of the evaluations detailed in Part Il of thissls, which deal with answering
factoid questions, will use the questions from the TREC 2Q082evaluation. This ques-
tion set contains 444 questions which have at least one kicowact answer within the
AQUAINT collection and for which there is an accepted regular exgwasvhich matches
against instances of the correct answer (both of thesersmsgants are necessary to per-
form strict evaluations as described in Chapter 3). In cémesh as those in Section 6.2)
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where evaluating an approach requires a number of quesifcasimilar type use was
also made of the questions prepared for the TREC 2003 QA &tiaiu

Whilst participating in both TREC 2002 and 2003 involvedfpening failure analysis
and hence checking the performance of a number of QA compe(reut all of which are
covered by this thesis) over the associated questionsiematt was made to fix specific
issues which arose from this failure analysis. That is, thestjons used in the evaluations
in this thesis were, as far as possible, used as a blind ei@iua the approaches. As all
the research contained in this thesis was completed béferEREC 2004 QA evaluation
this official evaluation represents an entirely blind arakjpendent evaluation of the work
and is discussed in some detail in Appendix E.

The approaches to answering factoid questions detailedrinlPvere developed using
training questions gathered from a number of sources. Ifits¢ questions used in the
TREC QA evaluations before 2002 were used as were a colteofid0,246 Pub Quiz
style questions (see Appendix 1 of Sargaison (2003)) eallom the publicly available
websites of The Calveley ArmisThe Pear Tree The Midland Pub and Quiz-Zone
This collection (unlike those assembled for TREC) has anistakably English bias in
that the questions make frequent reference to minor Engb#tbrities, television pro-
grammes and items of only national and not internationaregt. A brief attempt has
been made to remove temporal reference by filtering out thoestions containing terms
such as today, last week, this month, etc., leaving questiba similar style to those used
in the TREC QA evaluations.

The evaluations of the approaches to answering definitmunedtions, described through-
out Part Il of this thesis, are performed using the 50 dediniguestions assembled for
the TREC 2003 QA evaluation. Unfortunately there are ndexddrge scale sets of def-
inition questions which could be used for development scodsdve the TREC 2003

guestions as a blind test set. For this reason the questieressalso used during devel-
opment but only as a method of evaluating the performancleecfdpproach and not as a
guide to the direction of the work. As with the factoid apprio@s an independent eval-
uation of the work on answering definition questions wasiedrout as part of the 2004

TREC QA evaluation details of which can be found in Appendix E

Whilst this section has detailed the main question sets dsadg the development and
evaluation of the techniques presented in this thesisy afivestions have, on some oc-
casions, been required. Where an approach requires exrafsguestions and answers
their source is documented along with the approach.

2 http://fp.geoffwilliams.plus.com/pubquizzesarchive. htm
3 http://www.stan.kurowski.btinternet.co.uk/quizzes.h tml
4 http://ww.stubaby.plus.com/quiz/quiz.htm

5 http://www.quiz-zone.co.uk/
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A Framework for QA

The majority of current question answering systems desigaeanswer factoid or list

questions (and to some extent definition systems, see Pacohsist of three distinct

components: question analysis, document or passagevattard answer extraction.
While these three components can and often are sub-dividedower level operations,

such as document collection pre-processing and candidatentent analysis (Hirschman
and Gaizauskas, 2001), a three component architectureiliEssthe approach taken to
building QA systems both in this thesis and in the wider &itare. The architecture of a
generic three component QA system can be seen in Figure 5.1.

It should be noted that while the three components addraspletely separate aspects
of question answering it is often difficult to know where t@a@ the boundary of each
individual component. For example the question analysispmment is usually responsi-
ble for generating an IR query from the natural languagetturewhich can then be used
by the document retrieval component to select a subset adivthigable documents. |f,
however, an approach to document retrieval requires somedbiterative process to se-
lectgood qualitydocuments which involves modifying the IR query, then itificllt to
decide if the modification should be classed as part of thetgqreanalysis or document
retrieval process. While this is not an issue when devetpai@A system it can present a
challenge when attempting to document the different aghresito QA. Throughout this

. Question
o

IR Query Answer Type
Document Answer
i : Answers
Retrieval Extraction
Document Top n text
Collection — segments

Figure 5.1: A framework for question answering.
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thesis approaches which seem to cross component bounddtibe described where it
IS most appropriate.

This chapter briefly outlines the roles played by the threemanents in answering factoid

guestions. Each component is described by way of examplasiomber of approaches

that have been reported in the literature for solving theessand challenges related to
it. The following three chapters then give details of speafpproaches that have been
developed and evaluated as part of this thesis.

5.1 Question Analysis

The first stage of processing in any QA system is questioryaisal In general the in-
put to this first stage of processing is a natural languagstoure However, it should be
noted that some systems simplify the analysis compondmérelty using only a subset
of natural language both in terms of syntax and vocabulalyy@ome form of restricted
input method. For example many natural language interfacdatabases have some re-
strictions on the language that can be used and some quassarering systems, such as
SHAPAQA! (Bucholz and Daelemans, 2001), require the information nede specified
explicitly through a form style interface.

Another issue that question analysis components have tondtbais that of context. If
each question is entirely self-contained and independent &ny other question then the
system can process it as such. If, however, the questionri®pa longer sequence of
guestions (often referred to as context questions or a ignestenario) then knowledge
such as the answer or scope of previous questions may needdonisidered, as may
anaphora in the question which will require processing td time correct antecedent
before the question can be answered. This is the directiore®&arch seems to be taking
with the questions in the TREC 2004 QA evaluation being didithto sets of questions
about a given target entity (Voorhees, 2004).

The role of the question analysis component is to produceigsiba representation of the
guestion which can be used by the rest of the system to detettime answer to a question.
Often this actually involves producing multiple output megentations for different parts
of the system. For example, question analysis componenyssonaply the document

retrieval component with a correctly formed IR query geteddrom the question whilst

passing the answer extraction component some form of s@napresentation of the

expected answer. A number of papers have been publisheth dbat with both aspects
of question analysis and what follows is a brief tour throtlghavailable literature.

L http://ilk.kub.nl/shapaga/
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5.1.1 Producing an IR Query

Most if not all question analysis components create an IRygbg starting with a bag-
of-words approach — that is all the words in the questioniigngocase and order are used
to construct a query. The differences between systemsliewnthe individual words are
then treated to determine the final IR query.

One common processing step is to stem all the question waslslly via the Porter
stemmer (Porter, 1980), to remove morphological variafiuste that this implies that
the documents being searched were also subjected to stgnieiore being indexed).
This may in fact be part of the IR engine or may be performeausgply by the question
analysis component. As an example the Porter stemmer redoueavordsvalk, walks
walkedandwalkingto the wordwalk, which means that searching using any of the four
variants ofwalk will match against documents containing any of the fourass. While
this seems ideal, as documents containing any of the fouantarare likely to be rele-
vant to a question containing the wongalking, it is not without its own problems. For
instanceheroine the main good female character in a work of fiction, stensetoin, the
addictive narcotic, which is itself unchanged by the stemmbis leads to the unwanted
situation in which searches for documents abloerminesalso return documents about
heroin which are highly unlikely to contain the correct answer. oilet al. (2004) go
further and show that in some cases performing stemmingedses the overall IR per-
formance compared with a simple bag-of-words approachy $hew that both recall and
the ranking of relevant documents is negatively affectedtbynming (they evaluate the
ranking of relevant documents using a weighted recall agpgroeferred to as total doc-
ument reciprocal rank). As an alternative to stemming theygsst that systems should
attack the problem of morphological variation by consting query containing the dif-
ferent morphological variants of the question terms. Fangple the questiofWhat lays
blue eggs”would, under the three different approaches, be convented t

Bag-of-Words: blue A eggsA lays
Stemming: blue A eggA lai
Morphological Expansion: blue A (eggsVv egg)A (laysV laying Vv lay V laid)

While removing the issues associated with different wotésmsing to the same root
form it should be clear that generating queries containingamological expansions will
both increase the size of the index into the document cadledts all morphological
variants will require their own separate entry in the indax)jl require more processing to
generate the lists of alternatives. One further issue witpmological expansion reported
by Bilotti et al. (2004) is that while more relevant docunseate retrieved this tends to be
at the expense of moving relevant documents further downrethiangs produced by the
IR engine, i.e. the approach seems to have a greater effegetavant documents than
relevant ones which could have a detrimental effect on thimpeance of some answer
extraction components.

Whichever method of dealing with morphological variatisradopted, other issues with
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query formulation still exist. Standard IR queries are Uguargets about which the
system should locate relevant documents, meaning thatohdse required information
is present in the query. In question answering the situasaam little different as we
are not attempting to locate documents about a specificttatgeather some aspect or
attribute of the target which may or may not be the main fodus® documents which
contain answers to the question. It may also be the case ghhedocus of the search
is not explicitly mentioned in the question there may in faetittle in common between
the question and the answer bearing documents. For exahgbpiestiorfWhere was
Hans Christian Anderson born?fnakes no explicit mention of the answer (obviously!)
but also makes no reference to anything else which could dentin focus of relevant
documents. For instance it is quite possible that an aréiblaut Denmark could quite
easily contain the text.. the birthplace of Hans Christian Anderson and home:to..
which while answering the question has little in common wiittin fact no words other
than the name are present in both. On the other hand a docanemt Hans Christian
Anderson’s stories could mention his name quite frequeantty hence be highly relevant
as it will contain many of the query terms, without ever meniing where he was born.

A number of approaches to solving this problem have beed inieuding synonym ex-
pansion (Harabagiu et al., 2000; Hovy et al., 2000) and arpeanswer type expan-
sion (Monz, 2003). While both approaches show promise tffieypdead to complicated
gueries which have to be iteratively relaxed before a restslennumber of documents
can be retrieved. They also introduce other problems. Fameke, synonym expansion
requires accurate word sense disambiguation to be pertoones the question before the
correct senses can be determined and expansion can take plac

Clearly the issue of performing IR within the context of QAadglifficult problem, one
worthy of future work. Unfortunately it has been largely agad by the QA community
with many researchers relying instead on off-the-shelfriBiees.

5.1.2 Determining the Expected Answer Type and Constraints

As previously mentioned the question analysis componeniiedl as generating a query
to be passed to the document retrieval component, alsadetes possible constraints on
the expected answer which can be used by answer extractigpaents to constrain the
search space. These constraints are usually semantiairen&br example, any correct
answer to the questidiwhere was Hans Christian Anderson bornWill be some form
of location.

A naive approach to determining expected answer type isdigiaan answer type based
upon the main question woravhensignifying a datewherea location anavho usually

a person. Unfortunately while this works for simple exarsplguestions such dgvhat
university did Thomas Jefferson found®quire more detailed processing to determine
that the answer type is University (a sub-type of Organwgti

One approach taken by many researchers is to constructadhigrof answer types and
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theninduce or construct a classifier that given an unseestiquevill assign it a type from
the hierarchy. For example, Li and Roth (2002) define a twern&yerarchy consisting of
6 coarse classes and 50 fine classes (see Table 6.1) with @ade class containing a
non-overlapping set of fine classes, while Hovy et al. (2@®)eloped a more complex
hierarchy, consisting of 94 nodes, by manually analysin@84 questions.

Given a question hierarchy, systems require a method ajrasg a specific class to un-
seen questions. Numerous machine learning approacheslimginaive Bayes, decision
trees and support vector machines have been used withgeseltthe fine grained clas-
sification task ranging between 68% and 85% (Li and Roth, 2B62ng and Lee, 2003).

Another approach to determining the answer type is to maggmantic parser to pro-
duce output which contains the question classificationpgnaach taken by among others
the Webclopedia (Hovy et al., 2000) and QA-LaSIE (Greenwetaal., 2002) systems.

Once the expected answer type has been determined the negni@igk of the question
analysis component is to determine any remaining conssraimthe answer which may
allow answer extraction components to narrow their segpelses Again numerous ap-
proaches have been reported from simple keyword extraébiomwindowing methods
to full parsing to discover relationships such as subjecbyobject relationships. For
example QA-LaSIE (Greenwood et al., 2002) parses the aquedfyho wrote Ham-
let?” to produce the quasi-logical form (QLF) representationif@askas et al., 2005b;
Gaizauskas et al., 2005c):

gvar(el), gatr(el,name), person(el), Isubj(e2,el),
write(e2), time(e2,past), aspect(e2,simple),
voice(e2,active), lobj(e2,e3), name(e3,’Hamlet’)

From this QLF representation of the question the system esermine not only that
the expected answer type is Persqual represents the entity being sought,, which
according to the QLF is of type person) but also that the pewamare looking for as the
answer may well occur in the subject position of the verb ‘tdetvwith the object of the
verb beingHamlet

Of course alternative methods of determining constrairesaéso feasible. For instance
users will expect the answer to the questigvho is Tom Cruise married to?"to be a
person. We can determine a further constraint that the artssviemale as we know that
marriagesusuallyinvolve a man and a woman and so, as the question containsea mal
name, we can assume that the answer will be a woman and visa-ve

5.2 Document Retrieval

Although, as has already been mentioned, the question asalgmponent is usually
responsible for constructing an appropriate IR query theschot mean that the document
retrieval component consists solely of using the query ®span relevant documents
to the answer extraction component. In fact the documerievet component can be
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quite complex involving numerous strategies for retrigudoth documents and associated
data as well as determining the amount and structure of #téade passed to the final
component in the system pipeline.

Full syntactic and semantic parsing can be a time consunmoweps but one which many
QA systems rely on for answer extraction. The time requicedroduce full syntactic
or semantic representations often limits their use witlei@l-time question answering.
One solution to this, at least for QA over closed collectjomsuld be to pre-parse the
whole collection storing the resulting parse trees and séimeepresentations. ExtrAns
(Molla Aliod et al., 1998) is one system which does just thideriving and storing logical
representations of all documents in the collection in adeasf any question answering.
Of course other less intensive and time consuming proagssin also be carried out in
advance. In fact there is no fundamental reason why all sgprestdependent processing
(tokenization, POS tagging, named entity detection .nnoabe carried out in advance,
as long as the time to retrieve the data is not longer thantakah to generate it as this
would defeat the main use of pre-processing — faster queatiswering.

The main role of the document retrieval stage is, howevegttteve a subset of the entire
collection which will be processed in detail by the answerastion component. The
main issues arising at this point are which IR paradigm tgpa@@anked or boolean) and
the volume and structure of text to retrieve.

Many QA systems make use of ranked IR engines, such as Okape(®on and Walker,
1999), although a number of researchers have suggestedablaan retrieval is better
suited to the problems of question answering (Moldovan ¢t18199; Saggion et al.,
2004). Query formulation for boolean IR approaches is iahty more complex as due
care and consideration has to be given to how to rank or cestn unordered list of
relevant documents, something performed automaticallgnwtsing a ranked IR engine.
The main advantage of boolean systems is that their behagi@asier to inspect as the
matching process is inherently transparent with little orimteraction between separate
search terms.

Logic would suggest that the document retrieval componemtlsl return a large number
of documents for each question so as to ensure that at leasemvant document is re-
trieved, especially as reported results (Hovy et al., 2800)v that even when considering
the top 1000 text segments no relevant documents are esdriev 8% of the questions
(these results were obtained when using the MG IR enginadlvét al., 1999a)). Un-
fortunately experience (see Section 7.1) and publishadtse@aizauskas et al., 2003)
shows that while increasing the amount of text does indee@ase the answer coverage
it can also decrease the accuracy (as defined by Equatiom38ge 26) of the answer
extraction components. Gaizauskas et al. (2003) showedhbacoverage of retrieved
documents constantly increases as one descends the IRganith a coverage value
of 69.2% when considering 200 passages. The performandeibfanswer extraction
component, however, actually decreases from a maximum.6#d.8btained when using
only the first 20 retrieved passages. The document retr@@vaponent is responsible for
balancing this trade-off between coverage and answeratixtneaccuracy.
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Of course the total amount of text passed to the answer éxtnacomponent can be
structured in a number of different ways. If the answer ettom component works better
with a small amount of text then it is likely that passing a fielWt documents will give
worse performance than passing a larger number of shoxtargl@assages making up
the same volume of text. This is because the second appredikRly to contain more
answer instances than the first (assuming that on averagesiaeer to a question appears
at most once in any given document — a reasonable but unstibstad assumption). A
number of papers have reported numerous ways of segmeuatimgpEuments to provide
passage selection in an attempt to increase the coveraggekekping the volume of text
to a minimum. Roberts and Gaizauskas (2004) and Tellex €2@0.3) discuss a number
of approaches to passage selection and ranking while M@@2{zroposes an approach
to passage selection based not around fixed passage sizashautaround the smallest
logical text unit to contain the question terms.

5.3 Answer Extraction

Whilst the previous sections should have made it clear ihgtlg processing a question
in order to find relevant documents or passages is itselffewliftask it should be re-

membered that most of the work required to actually answeewdqusly unseen question
takes place within the answer extraction component.

Depending on the approach taken to answer extraction thmponent will have to per-
form a number of processing steps to transform the docunpastsed to it from the doc-
ument retrieval process into a representation from whiehatiswers can be located and
extracted. Note that even though this processing may hase performed in advance
and stored along with the document text (see Section 5.2)itleeing approaches will be
discussed here.

Most answer extraction components rely on the relevantmeats being subjected to a
number of standard text processing techniques to provigdarrepresentation than just
the words as they appear in the documents. This usuallydasltokenization, sentence
splitting, POS tagging and named entity recognition. Dejpgnupon the exact approach
taken to answer extraction, other techniques will then h@ieg using the output from
these simple techniques.

For example, surface matching text patterns (SoubbotirSauibbotin, 2001; Ravichan-
dran and Hovy, 2002; Greenwood and Saggion, 2004) usuajlyneeno further process-
ing of documents. These approaches simply extract answarsthe surface structure
of the retrieved documents by relying on a fairly extensigedf surface patterns. For
instance, questions for which the answer is a birth date eaanswered by extracting
answers using patterns such as the following (RavicharatrdriHovy, 2002):

<NAME> ( <ANSWER> - )
<NAME> was born on <ANSWER>,
<NAME> was born <ANSWER>
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<NAME> ( <ANSWER> -

Whilst assembling extensive lists of such patterns canrbe tionsuming and difficult
(see Section 8.2), once assembled they can be exceptiacallyate for such a simplistic
approach. One system (Soubbotin and Soubbotin, 2001) wisiet this approach as its
main way of answering questions was in fact the best perfggraystem in the TREC
2001 QA evaluation, correctly answering 69.1% of the qoestiofficial scoring metric
was MRR for which this system achieved a strict score of 0.676

Surface matching text patterns operate surprisingly wahgilittle in the way of NLP
techniques other than basic named entity recognition. Seoigpe extraction systems,
however, require more detailed processing of the docunueratsr consideration. Answer
extraction components, such as that described by Green(200da) operate simply by
extracting the most frequently occurring entity of the eotpd answer type. This requires
being able to recognise each entity of the expected answerityfree text, resulting in
more complex entity recognition than is required by theazgfmatching text patterns,
usually going well beyond simply named entity detection. i®/Buch systems require
more detailed processing than the surface matching teterpatthey stop short of re-
quiring deep linguistic processing such as full syntactisemantic parsing of relevant
documents.

QA systems such assECON (Harabagiu et al., 2000) and QA-LaSIE (Greenwood et al.,
2002) make use of deep linguistic processing requiringasyitt and semantic parsing
in order to infer connections between questions and pgssddtvant documents. To
fully appreciate the levels of complexity and processirag these systems undertake we
present a simple example of QA-LaSIE finding the answéwtho released the Internet
worm?” (Scott and Gaizauskas, 2000). Firstly the question is gasproduce the QLF
representation:

gvar(el), qattr(el,name), person(el), release(e2),
Isubj(e2,el), lobj(e2,e3), worm(e3), det(e3,the),
name(e4,'Internet’), qual(e3,e4)

From this QLF representation we can see that the answer thatenseekingfrar(el) )

is a persongerson(el) )and thatwe are looking in particular for the name of the pers
(gattr(el,name) ). We can also see that the person we are looking for shoulekaizs
the subject of an instance of the verb reledséb{(e2,el), release(e2) ) which
has worm as its objeclopj(e2,e3), worm(e3) ).

Assuming that a document containifiglorris testified that he released the Internet

worm..” has been retrieved this parses to produce the following @pFesentation:

person(el), name(el,'Morris’), testify(e2),
Isubj(e2,el), lobj(e2,e6), proposition(e6),
main _event(e6,e3), release(e3), pronoun(e4,he),
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Isubj(e3,e4), worm(eb), lobj(e3,e5), det(e5,the),
name(e7,'Internet’), qual(e5,e7)

Firstly coreference resolution is performed across thedkewing the system to equate
the pronourhe with the persorMorris. A discourse model is then built from both the
question and the relevant text. From this model the systendetermine that the question
requests the name of the person who released the Internet while the text states
that Morris released the Internet worm. This allows the esysto correctly determine
that Morris is the correct exact answer to the question from which a lsleiteesponse
(depending upon the context and system user) can be gesherate

Clearly the approach taken by QA-LaSIE is much more comphekraquires more in-

tensive processing than either surface matching textmpatta semantic type extraction
and the approaches are vastly different in both the way theklé the problem and the
guestions which they are capable of answering. The impopi@int to remember is that
while the question analysis and document retrieval compisnef most QA systems are
relatively similar the answer extraction components vaigely and it is upon these that
most research into QA has been focused to date.
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As the first component in a QA system it could easily be arghedl question analysis
is the most important part. Not only is the question analgsimponent responsible for
determining the expected answer type and for constructingp@ropriate query for use
by an IR engine but any mistakes made at this point are likelgrider useless any further
processing of a question. If the expected answer type igriectly determined then it is
highly unlikely that the system will be able to return a cotranswer as most systems
constrain possible answers to only those of the expectasleartgpe. In a similar way a
poorly formed IR query may result in no answer bearing docusbeing retrieved and
hence no amount of further processing by an answer extractimponent will lead to a
correct answer being found.

This chapter is divided into two main sections each conakwith one half of the respon-
sibilities of the question analysis component. First a nendf approaches, both manual
and automatic, to constructing question classifiers aregoted and evaluated. The sec-
ond half of the chapter details a number of ways in which IRriggecan be formed and
expanded in an effort to improve the documents retrievednbfRaengine, the results of
which can be found in Section 7.1.2.

6.1 Determining the Expected Answer Type

In most QA systems the first stage in processing a previousgen question is to deter-
mine the semantic type of the expected answer. Determihimgxpected answer type for
a question implies the existence of a fixed set of answer tyésh can be assigned to
each new question. Determining the set of answer types tsetf a non-trivial problem
which can be approached from two different directions 1 amgypes which can cover
most questions, or 2) a set based upon the answer types a @insgan locate in free
text. Both of these approaches will now be discussed in metald

In an ideal world QA systems would be capable of answeringamestion they were
asked and for this to happen the set of answer types must lgeenmlgh to cover most
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guestion types. This is the view taken by, among others, diRoth (2002) when de-
signing a two-level answer type hierarchy, designed spedifi with the typical TREC
guestions in mind. This hierarchy consists of 6 coarse (gopl) categories (abbrevi-
ation, entity, description, human, location and numeriti@pand 50 fine classes with
each coarse class containing a non-overlapping set of fasse$ (see Table 6.1, page
61). A similar hierarchy containing 94 nodes is used by thé&@edia system (Hovy
et al., 2000). At first sight these hierarchies seem usefpe@ally when combined with
appropriately tagged examples of each answer type, asnsystan be trained to cor-
rectly classify previously unseen questions (see Sectibi2)6 Just because a system can
classify a question does not, however, immediately medritibasystem is capable of an-
swering questions of that type. For example the Webclopg@diarchy contains planet
node signifying that the answer to a question suclVéisat is the sixth planet from the
Sun?” should be of typglanet If, however, a QA system is unable to determine that a
given proper noun is in fact the name of a planet then this ansype serves only to force
the system to admit that it is unable to answer the questibis i$sue was well stated in
work by Ittycheriah et al. (2000):

“... improvements in the answer type prediction do not clateedirectly with
improvements in the overall score of the system ... paratiprovements
must be made in named entity marking as well as answer saiectiorder
to realize them in the overall system.

An alternative approach to building a set or hierarchy ofamrdypes is to start by exam-
ining the types of answers that the QA system is able to rasegand extract from text
(see Chapter 8). Approaching the problem from this direatioes of course have its own
drawbacks, namely that a different hierarchy has to be oactsd for each QA system
and in most instances training data is not easily transkefatam one system to another.

The answer type hierarchy used throughout the systemdetktaithis work (for those
systems which require such a hierarchy, specifically theas¢imtype extraction com-
ponent detailed in Section 8.1) is shown in Figure 6.1. Tiesanchy was constructed
using the second approach outlined above starting fromehefsentity types that the
system could identify and extract. The answer types ar@@ecin a hierarchy to allow
the system to back-off from a specific answer type to a morergétype, when required,
because some of the types are very narrow and it is not alwasslpe to tag entities
with such a fine grained type. For example Americattington National Cemeteris
often referred to simply a&rlingtonwhich may be tagged as a location (depending upon
the context in which it appears) but is unlikely to be taggethwhe fine grained type
cemetery In this example organizing the types as a hierarchy witalthe system to
back-off and return answers of type location if no cemeseten be found in the text.

It should be clear from the hierarchy given in Figure 6.1 tnaltke the hierarchy from
Li and Roth (2002) there are many answer types which covenarestricted set of pos-
sible answers. For example the set Planet covers the ninetplaf the solar system,
Zodiac Signs and Birthstones contain only twelve possibtnvers and the state mottos,
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Figure 6.1: The answer type hierarchy used for questiorsifieeation.
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flowers, trees, nicknames and birds each contain one answeath American state.
This simply reflects the fact that these types of entity carebegnised and extracted by
the QA system and so warrant their own place in the hierarétmgalgamating narrow
types with their more general class would in fact make angweaction less reliable due
to the increase in noise within the set of entities of the etgobtype (see Section 3.2.3
for a definition of noise).

6.1.1 Manually Constructed Rules For Automatic Classificabn

Often the easiest approach to question classification isa seanually constructed rules.
This approach allows a simple low coverage classifier to paliyadeveloped without
requiring a large amount of hand labelled training data. Aber of systems have taken
this approach, many creating sets of regular expressiofshvamly questions with the
same answer type (Breck et al., 1999; Cooper and Riiger) 20tlle these approaches
work well for some questions (for instance questions askimga date of birth can be
reliably recognised using approximately six well constedcregular expressions) they
often require the examination of a vast number of questiowistand to rely purely on
the text of the question. One possible approach for manaatigtructing rules for such a
classifier would be to define a rule formalism that whilstirgtey the relative simplicity of
regular expressions would give access to a richer set airfiesat The rest of this section
defines a new formalism and gives both examples of rules amgelformance of the
resulting classifier.

This classifier contributes to the initial stage of the seticdype answer extraction system
of Section 8.1. The performance of this classifier therefwovides an upper-bound on
the performance of the answer extraction component as asglasifications cannot be
recovered from.

The rules used by the classifier detailed in this sectionaredlly defined, using Backus-
Naur Form (BNF) (Backus et al., 1963), as:

rule ::= Rule:[modifier] <name>
<boolean condition >
[answer type]

modifier = ~ |+]-

boolean condition = [!] <operator >|[']( <boolean condition >) |
<boolean condition >&&<bhoolean condition >|
<boolean condition >|| <boolean condition >

operator ::= Rule <name>|string(  <x>) |word( <x>) |

startsWith(  <x>) |contains( <answer type >)

answer type = NULL |<type >[: <feature >=<value >]*
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The as yet undefined entitieame, x, type , feature andvalue are all sequences
of one or more ASCII characters. As the BNF definition makesickach rule can be
modified by at most one of the threeodifiers  which have the following effects on
the rule being defined:

~ Marks the rule as a building block only. This means that the isinot used to classify
a question but can be used to build other more complex ruleg tise Rul&lame
boolean operator described below. As rules modified usiisgnlodifier are never
used directly to type a question they do not have an assdaai®ver type.

+ If a question can be classified by multiple rules matchingasad different branches
of the answer type hierarchy then preference is given toeamddified in this way
irrespective of the other selected nodes.

- This modifier has the opposite effect from themodifier. Basically this allows the
classifier to have very simple rules which match a large nurobguestions but
which are not used if any other rule also matches. For exathplelassifier cur-
rently contains a rule which simply assumes any questiotagang the wordhe
is asking for the name of a man — a very simplistic rule whicbusth be ignored if
any other more complex rule can be used to type the same gpuesti

The boolean condition which triggers a rule is constructedhfany valid combination
(given the BNF definition) of the following boolean operatdwhich are applied in a
case-insensitive fashion to the question text) or theiratieg (appending ah to the
beginning of an operator negates the result of the operator)

Rule Nane: Returns true if the named rule matches the current quesdize,otherwise.
This allows rules to be constructed using the results ofratiles which is a useful
shorthand for constructing multiple rules which share amam base as it allows
the base to be defined only once and then reused.

word( X) : Returns true if the wor or a morphological variant (generated using the
Porter stemmer) ok appears in the question, false otherwise.

string( X) : Returns true if the strini appears verbatim in the current question, false
otherwise. A good example of this would be when classifyimgiestion for which
the expected answer is a temperature. Using the operatouldhean check the
question for the presence of the strithgiling point’ or ‘freezing point; i.e. the
rule needs to match a given phrase which is more than a siragkiw length.

startsWith(  X) : Returns true if the question starts with the striydalse otherwise.
This is the same astring(  X) with the extra constraint that the string must be at
the start (ignoring white space) of the question.

contains( Answer Type): Returns true if the question contains the given answer
type, false otherwise. A number of gazetteer and namedyertibgnisers are run
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Rule:+Why
word(why)
NULL

Rule:"How
word(how)

Rule:WhereCountry
IRuleWhy && !'RuleHow && word(country)
Location:locType=country

Rule:WhoJobHolder

'RuleWhy && !RuleHow && !contains(Person) && contains(Job Title)
Person

Figure 6.2: Example rules for determining the expected ansype.

across the question text prior to classification and thisatpeallows a rule to check
for the presence, or absence, of a specific answer type, Starnioe a Location or
Person.

The answer types (and also the argument tocihretains  operator) are actually en-
coded forms of a document annotation. Before the questamsifier is applied the ques-
tion will have been processed by entity recognisers whidhhaive added representative
annotations to the question highlighting all the entities $ystem could recognise. So,
for example, cities will have been annotated_asation:locType=city and male
names a$erson:gender=male . If, on the other hand, the answer type for a rule is
NULL, instead of an actual answer type, then the question isifotesas being of an un-
known type which causes processing to halt and the systetattothat it is not currently
able to answer the question. This feature is used, for instan a rule which matches
against any question containing the wavtly as the system is not designed to provide
explanations as answers to questions and so there is noqasiging out any further
processing.

To explain the motivations behind this formalism and it'xilbélity consider the small
set of rules given in Figure 6.2. The first rule simply ensuhed the system does not
attempt to answewhy questions. The second rule matches any rule containing ding w
‘how’ and is intended to be used to simplify the building ofther rules. The final two
rules are built from the previous rules and are designeddogrse and type questions
asking for countries or specific job holders. Given thesegthe system can attempt to
type the following questions which have been subjected toatbentity recognition/( is

a Location,/JT a Job Title, and® a Person annotation):

1. Who is the [US] [President};?
2. Name a past [U$][President};?

3. How long can someone be [USPresident}, for?
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4. Which country is [George Bushlhe [President}, of?

Whilst question 1 and 2 are asking for different answers xipeeted answer type for both
questions igerson . TheWhoJboHolder rule correctly assigns the tyg&rson to
questions 1 and 2 as neither contains the words ‘why’ or ‘h@w’ neitherRuleWhy

or RuleHow match the question) and both contain a known job title but dbcon-
tain the name of a person. Question 3 remains untyped givemulks in Figure 6.2
as the only matching rule iRuleHow which is a building block only and does not
assign an expected answer type. Question 4 is assigned actedpanswer type of
Location:locType=country by the ruleWhereCountry due to the presence of
the word ‘country’. RuleWhoJobHolder does not match question 4 because of the
presence in the question of a person name.

While the example rules and questions have been relativrlyls it is hoped they have
conveyed the basic approach, and shown how flexible the cale®e in matching ques-
tions using very different language but which have the saxpeaed answer type. For
example these same rules could also correctly assign tlezdganswer typBerson

to the questioriPlease tell me the name of a previous president of the UJAis flexi-
bility in the rules is due to the bag-of-words nature of thle formalism, i.e. the structure
of the question is not important just the words or semantiities which occur within it.

While a more conventional grammar based approach coulddemretaken to analyse the
question the literature suggests that this would be mucle m@mplex without any obvi-
ous benefits. For example QA-LaSIE (Humphreys et al., 198893 questions using a
phrasal grammar hand-built to cover questions. The granmuhes are much more com-
plex than the rule formalism introduced here and attemptadyxce a full syntactic and
semantic representation of the question. For the purpodetefmining the exact answer
type this is an overly complex approach and many grammas mitild be required to
replicate the power of the example rules given in Figure Sighilarly Pasca (2003) uses
a dependency based representation of questions to mapekgagqufocus onto a hode in
WordNet. Sections of WordNet are then associated with drdeznswer types. Again
this approach requires a parser capable of handling questi® well as a manual map-
ping from WordNet to an answer type hierarchy. The main mabWith the approach,
however, is that it is limited to handling only those quessiavith one of the follow-
ing question stems: what, who, where, how, when, name, whibly, and whom. This
specifically excludes processing of questions suchPisase tell me what the capital of
Uruguay is.. In fact many QA systems (Kupiec, 1993; Breck et al., 1999 6&y and
Ruger, 2000) use an approach based on regular expresdhicis @ould be viewed as a
forerunner of the approach we have outlined (these systemasjaist to use the words in
the question and not the presence or absence of semantiegnti

One advantage of approaching the problem of question Gitag&n using the rule for-
malism introduced above is simply that if a question caneatlbssified then the system
knows that is does not know how to answer it and so can quidgwnt this to the user.
Automatically constructed classifiers (see Section 6. h@yever, usually classify every
instance they are given and so if a question does not actolibyng in any of the known
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classes it is likely that it will be wrongly classified.

An early version of this question classifier using a hiergroh44 question classes (a
dummy unknown class was assigned to any unclassified qoestas evaluated (single
informant evaluation by the author) as part of a run subwhiitethe question answering
track of TREC 2003 (see Appendix D for full details of the rurQf the 413 factoid
guestions in the test set the classifier assigned an in¢dypeeto 61 questions of which
27 were assigned no type but should have been assigned aayppéhe hierarchy. This
leaves 34 questions for which answers of an incorrect type weturned. In total 146
guestions were of an unknown type and so 267 were typed, 206ctly (49.88%). If
we assume that classifying a question as not having a type isarrect thing to do when
it does not belong in any of the known classes then this gieassification accuracy of
78.69% (325/413) over the 413 questions.

A question classifier containing the 66 classes shown inrike/er type hierarchy in Fig-

ure 6.1 was evaluated (single informant evaluation by thtbay as part of the TREC

2004 guestion answering track. The question set used invlleation contains 230

factoid questions. Of the 230 questions the classifier ctyrelassified 167 questions,
wrongly classified 21 questions and was unable to determmexpected answer type of
the remaining 42 questions. Assuming that the unknown d¢$agalid then this gives a

classification accuracy over the 230 questions of 90.9%/2319 into a hierarchy con-

taining 67 classes. It is interesting to note that most ofetiners in classification were
due to the change in the style of questions from previous TR#EIuations which led

to the frequent presence of personal pronouns in the quegsee Appendix E for more
details).

6.1.2 Fully Automatically Constructed Classifiers

As mentioned in the previous section building a set of cfecsdion rules to perform ac-
curate question classification by hand is both a tedious amel¢onsuming task. An
alternative solution to this problem is to develop an auticregoproach to constructing a
guestion classifier using (possibly hand labelled) trajdata. A number of different au-
tomatic approaches to question classification have beemtezgpwhich make use of one
or more machine learning algorithms including nearesthtzogr (NN), decision trees
(DT) and support vector machines (SVM) to induce a classifibe major drawback to
these approaches is that they often require the extracfiarlarge number of complex
features from the questions, which while feasible duringdbnstruction of a classifier
may be too intensive to be used for classifying questionsreaktime QA system. For
example, Zhang and Lee (2003) describe an SVM based apptoaplestion classifi-
cation that requires full syntactic parsing of the questieing classified. Not all such
machine learning approaches suffer from this problem darfe&xtraction is separate to
the learning algorithm being used. For instance, Haciogtu\&ard (2003) describe an
SVM based approach to question classification for which tiiayn that“... computa-
tionally expensive linguistic analysis ... has been awtide
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Coarse Fine
ABBREVIATION | abbreviation, expansion
DESCRIPTION | definition, description, manner, reason
ENTITY animal, body, color, creation, currency, disease/megévant, food,
symbol, instrument, language, letter, other, plant, pebdeligion,
sport, substance, technique, term, vehicle, word
HUMAN description, group, individual, title
LOCATION city, country, mountain, other, state
NUMERIC code, count, date, distance, money, order, other, pengeridd, speed
temperature, size, weight

Table 6.1: Coarse and fine grained question classes.

This section presents a simple approach to question ckgsifn which can be quickly
applied to unseen questions and utilizes a question higraansisting of 6 coarse grained
and 50 fine grained categories as shown in Table 6.1 (Li and,R602). This hierarchy
is used in these experiments, instead of the one previouskepted in Figure 6.1, for
two reasons. Firstly a large amount of labelled trainingudatfreely availablefor this
hierarchy and secondly a number of other studies (Li and ,R282; Zhang and Lee,
2003) have reported the results of question classifierdolese using this hierarchy and
the associated training data, and so the results of thediestare directly comparable to
the results obtained here.

The aim of question classification, as has already beendstistéo determine the type
of the answers the user is expecting to receive to a givertignesBoth manually and
automatically constructed classifiers work from the sarneense that a previously unseen
question should be classified based on the known class désuuiestions seen during the
construction of the classifier. Most of the automaticallgstoucted question classifiers do
this by extracting a number of features from a set of questiamch have been labelled
with the correct answer type (the training data). A machéaering algorithm is then used
to induce a classifier from the training data which given alsinset of features, extracted
from an unseen question, will assign the appropriate clBlssse features have included
words, POS tags, chunks (non-overlapping phrases), nantikieg head chunks (i.e. the
first noun chunk in a sentence), semantically related wandssgintactic structure. Often
these features can be expensive to compute (especiallgcsynstructures which may
require full syntactic and/or semantic parsing of the goes) and so may not be suited
for use within real-time QA systems.

A more practical approach to tackling the problem of autacadly constructing a clas-

sifier would be to use only simple techniques. It is then pgadegd determine how well

such techniques perform compared to the more complex agipgeanentioned above.
The premise of the approach to question classification adopere is simple; use an
IR engine to index a large number of example questions, wihaste been labelled with
the correct answer type, then given an unseen questiorn sieéequestion or questions
most similar to the unseen question assigning the correpgmuestion type or types
(although an actual implementation of this approach wilhimae complex than this de-

L http://L2R.cs.uiuc.edu/ ~cogcomp/
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scription suggests). In other words the approach uses amdiReto perform the job
it was designed to dogiven a query (an unseen question) retrieve the documeants (|
belled questions) which are most like the quemhis approach to question analysis is
in-fact an extension of thé-Nearest Neighbourk(NN) instance-based learning algo-
rithm (Mitchell, 1997). Usually the nearest neighbours givgen instance are defined in
terms of the standard Euclidean distance. In this exterdigrNN the neighbours of an
instance are defined by the IR engines similarity function.

Before reporting the approach in detail two different psemn standard#; and P<; are
defined. These precision standards can be used to compgrertbemance with that of
other classifiers developed using the same data sets an@ratype hierarchy (Li and
Roth, 2002).

Suppose for the-th questionk labels are output by the classifier in decreasing order of
likelihood then the scoré, ; where0 < j < k:

1 if i-th question is correctly answered
I ; = by the label at position, (6.1)
0 otherwise

Consequently givem test question$-, is defined as:

k
D it i L
m

Py = (6.2)

P, (actually P<;) corresponds to the usual definition of precision in whicbheanseen
question is assigned a single label, white; allows up to five labels to be assigned to
each question allowing further stages of a QA system tovegbk remaining ambiguity.

Constructing the classifier involves only the indexing @& 8500 question training set us-
ing an IR engine to produce an index in which all question wane subject to stemming
(Porter, 1980) and then stored along with their associaiatse and fine grained category
labels as provided by Li and Roth (2002). For these expetisnga used the Lucene IR
engine which is based upon a TF.IDF vector space model, wththere is no reason
why other term weighting schemes, such as BM25 (Robertsah, €t994), could not be
used instead and should be investigated in any future wdrk.gqliestions in the training
set are not subjected to stopword removal as often the cotyraoccepted stopwords (i.e.
who, when, where) are the most important words in the question for deteimgi the
correct answer type.

An examination of the questions in the training set shows ¢keain words are highly
suggestive of a specific question class (or a small subsetasitipn classes), for example
wherenearly always signifies that the expected answer will be siomme of location. A
list of these words was produced to act ag@od word’ list — the opposite of a stopword
list, in that at retrieval time those words which appear inhbihis list and an unseen
guestion are considered more influential than other worde good word list consists
solely of the words:can, city, country, do, first, how, many, there, what, whemere,
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Figure 6.3:P; (solid line) andP<5 Coarse Grained Classification Accuracy

who, why, you After brief experimentation these good words were consii¢o be 6
times more suggestive of the answer type than other Words

Determining the class and hence the answer type of an unsesstian is treated as a
retrieval task. The question is used as an IR query to rettie®x most similar training
questions. For exampl#iow far is it from Denver to Aspen?’should be assigned the
coarse type NUM and the fine type NUM:dist by the classifieingshe classifier with
x equal to 5 retrieves the following similar training quessand their associated types:

NUM:dist “How far is it from Phoenix to Blythe?”
NUM:dist “How far is London UK from California?”
NUM:dist “How far is Yaroslavl from Moscow?”

NUM:dist “How high is the city of Denver?”
NUM:count  “How many miles is it to Ohio from North Carolina?”

The frequency of occurrence of the unique question classiése( coarse or fine) is
counted and the question being classified is assigned thefregsient class. For the
above example this gives NUM as the coarse class and NUMadishe fine grained
class, which is a correct classification, on both levelshefquestiorfHow far is it from
Denver to Aspen?’The results of using this method to determine the coarss cthe
500 question test set using varied values @f.e. varying the number of IR results used
to determine the question class) can be seen in Figure 6.3.

It should be clear from the results in Figure 6.3 that the IReldlaclassifier can obtain
a P-; accuracy of 100%, for the coarse classification task, whsatnicouraging given
that the best—; results reported by Li and Roth (2002) is 98.80%. Rememizrttte

2 Implementing thégood word’list using Lucene simply involves setting the boost of easbichword to
the required value, 6 in these experiments.

63



Chapter 6: Question Analysis

Machine Learning Py
Algorithm Coarse Fine
Nearest Neighbour (NN) 79.8% | 68.6%
Naive Bayes (NB) 83.2% | 67.8%
Decision Tree (DT) 84.2% | 77.0%

Sparse Network of Winnows (SNoW) 86.6% | 75.8%
Support Vector Machines (SVM) 87.4% | 80.2%
SVM with Tree Kernel 90.0% | ~79.2%

Table 6.2: Coarse and fine grained classification performanc

hierarchy into which the questions are being mapped cansfsbnly 6 coarse classes
so P-; for the coarse results is equivalent to discarding the Igesly class label. It

is therefore surprising that the more complex classifiemiy able to achieve &5 of
98.80%. The highesP; accuracy of 88.2% obtained in the above experiments is also
comparable with the results presented by Zhang and Lee (20@8the same data using
other machine learning algorithms and feature sets, asrshioWable 6.2. It is clear from
this table that for a coarse grained classification only tliehmmore complicated SVM
with Tree Kernel approach to question classification otgpars this IR based approach.
These results also show that, at least for this applicati@iR engines similarity function
is a better measure of distance between instances tham&aicldistance as the approach
outperforms the Nearest Neighbour results detailed by glaaw Lee (2003).

Considering the fine grained classification results preskntFigure 6.4 it should be clear
that the results are not as impressive as those presentepine B.3 for the coarse grained
classification but this is understandable given the diffeeein the number of possible
classes to which a question could be assigned (6 classdsfaparse classification and
50 for the fine grained classification task). The highsaccuracy obtained is 77.8%
which again is comparable to most of the machine learningagmbes detailed in Table
6.2 and outperformed only by the two SVM based approgch&s interesting point to
note is that the maximurf, accuracy for both the coarse and fine grained classifications
is achieved when is set to 8, i.e. the eight most similar questions are useeétierchine

the classification of unseen questions.

The fine grained classification was approached as a flat fitasgin into 50 separate
categories unlike the original hierarchical classificatapproach (Li and Roth, 2002).
Further experiments, however, showed that following thmesaierarchical approach of
firstly determining the five most likely coarse categoried #ren classifying using only
their fine categories has no effect on the performance ofRHeaked classifier.

Overall the results of using an IR engine to perform questiassification show that
it is possible to get relatively good results using simpléely available techniques re-
quiring only the simplest of features to be extracted from glaestions both during the
construction of the classifier and more importantly whersgifging unseen questions.

3 The original paper (Zhang and Lee, 2003) does not report tieegiiained classification results of the
SVM with tree kernel but in private correspondence Dell Zheonfirmed that while the results showed
a slight improvement to the standard SVM approach the diffee was not statistically significant.
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This reliance on only simple features allows questions talassified quickly, within 5
millisecond$, and so lends itself well to use in real-world QA application

An interesting extension to these experiments would bevesitigate the importance of
the term weighting function used by the IR engine. The respiesented here were
obtained using a basic TF.IDF term weighting. It is possibét utilising a different term
weighting scheme, such as BM25 (Robertson et al., 1994)d abvastically improve the
classifier.

6.1.3 Comparison of Manual and Automatic Approaches to Builing
Question Classifiers

What is clear from these experiments into question classidfic, as well as those reported
in the literature (Li and Roth, 2002; Zhang and Lee, 2003h&t guestion classification
to determine the expected answer type of a question is ariaal-problem and should
be given due consideration during the development of ankistpated QA system.

Both the manual and automatic approaches to questionfatasiein presented in this sec-
tion have performed well compared with other reported apghmes (Li and Roth, 2002;
Zhang and Lee, 2003), with the manually built classifier ediprming the automatically
acquired classifier with a precisio?() of approximately 90% compared to the 78%
achieved by the IR based classifier. While this would sugthedétmanual question clas-
sifiers should be deployed whenever possible it has to bemdrmed that the amount of
time required to construct such a classifier is orders of ntag@ more than that required
to automatically acquire a classifier.

4 When run on a PC with a 3GHz Pentium 4 CPU and 1Gb of RAM.
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The main advantage of the manual approach over an autometiwuahis that a manual

approach does not require a large amount of manually labeténing data for each ex-

pected answer type. Manual classifiers may require many roarstio construct and

test to guarantee an appropriate level of question coveradeccuracy but can include
rules to cover questions for which only one example has pusly been seen. Results
presented in this chapter have shown that the manuallydassifier has a performance
above that of both the IR based classifier introduced in thapter and the other ma-
chine learning approaches reported in the literature. Thaually acquired classifier
had an accuracy of 90.0% over 67 expected answer types wiaduinaeed using TREC

2004 question set. The best performing automatically aeduclassifier (Zhang and
Lee, 2003) achieved an accuracy of 80.2% over the 50 fineeggdypes introduced by

Li and Roth (2002).

In the end the choice between manually constructing a ieiser acquiring a classifier
from labelled data is likely to come down to the resourceslavi to researchers and
the exact task being attempted. For example, real-time @Aires all processing to be
carried out quickly and this may exclude some of the more dextfeatures required for
some of the best performing machine learning algorithms.

6.2 Query Formulation

The question analysis component of a QA system is usualporesble for formulating
a query from a natural language questions to maximise tHerpeaince of the IR engine
used by the document retrieval component of the QA system.

Most QA systems start constructing an IR query simply by eésg that the question
itself is a valid IR query. It should be clear, however, thesome questions many of the
words are highly relevant and can be used to locate relevanutrdents while in others
few words are shared between the questions and possibilsateals of the answers. For
example“How tall is Mt. Everest?” contains only one relevant phraddt. Everest”.

The problem with questions such as this are that documentsiomng the answer are
unlikely to be worded in a way in which the other words in thesfion (in this caséall)

can be of any help, for exampleat 29,035 feet the peak of Mt. Everest is the highest
point on Earth

Two possible approaches can be taken to expanding quetiedoetrieve relevant doc-
uments based upon either the expected answer type or egpawisthe words in the

guestion. Both of these approaches are examined in theviolijpsections.

6.2.1 Query Expansion via Expected Answer Type

One possible solution to the problem of mismatch betweeurablanguage questions

and documents containing their answers would be to prodseenantically based index
of the document collection. For each document such an inaexdnist whether or not
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Answer Type Expansion Terms
Measurement:type=computer | exabit, petabit, terabit, gigabit, megabit, kilobit, bit,
exabyte, petabyte, terabyte, gigabyte, megabyte,
kilobyte, byte, octet, KB, MB, GB, TB
Measurement:type=distance | yard, feet, inch, metre, centimetre, millimetre, kilonegtf
mile, cubit, furlong, yd, ft, in, m, cm, mm ,km

Measurement:type=mass ounce, pound, gram, kilogram, kg, 0z
Measurement:type=temperaturedegrees, Celsius, centigrade, Fahrenheit, Kelvin, K, °C
Measurement:type=time minute, second, hour, year, day, week, month, min, s

Table 6.3: Query expansion terms for a number of answer types

the document contained instances of the semantic entigstgpout which the QA system
is aware (see Section 6.1), for instance measurementsiplosathe names of people and
organizations, etc. Having created such an index a systeid,cior a given question,
locate all those documents which contain at least one iostahthe answer type and
are deemed relevant by a standard IR system. The problenthigtiapproach is that a
separate index of answer types would have to be construatexVéry collection within
which we would like to find answers — something which is notsgle/feasible although in
the future the semantic web (Berners-Lee, 1998) may makethossibility for systems
which use the web as a document collection.

An alternative approach would be to expand the IR query ttudeterms which are
likely to cause more documents containing entities of tlggiired type to be returned.
This approach is well suited to answering certain quesiipeg, including those asking
for a measurement, which can be recognised using a fixed &eywfords. For example
distance measurements will often be associated with wards asfeet, inches, metre
centimetre... In fact this is one way in which systems can extract measemn¢snfrom
free text to use as possible answers to questions (see CBapl@able 6.3 gives relevant
words for a selection of measurement types.

Both of these approaches, regardless of their performaac@ot currently be applied to
document retrieval over the world wide web. Firstly it isgakible, certainly in the context
of this research, to index the entire web recording whichasdio entity types a given
page contains. The second approach also cannot be applikd teeb as most search
engines limit the number of search terms per gtielyle can however easily apply the
second approac¢ho closed collections, such aQMAINT, over which we have complete
control. The results of applying such an approach to quempdtation on the documents
retrieved by the IR component of a full QA system, for quastiovhose expected answer
type is a measurement, are given in Section 7.1.2.

5 In the experiments American as well as British spelling isclas the majority of the documents in the
AQUAINT collection are written in American English.

6 The Google Web API, used extensively throughout the rekaocumented in this thesis, limits queries
to a maximum of 10 search terms.

"It is of course also feasible to generate an index of peopégsurements etc. in a closed collection
but this requires a more complex index structure and woudd edquire re-processing the document
collection if any new answer types are added to the systefitteg approach to entity detection changes.
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6.2.2 Query Expansion via Question Words

An alternative to query expansion via expected answer typge expand queries based
upon the words in the question. A number of approaches tonekpag queries in this
fashion, including synonym expansion, have been repoHadapagiu et al., 2000; Hovy
et al., 2000). The main problem associated with this form>gfa@sion is that many
words can have more than one meaning and so need to be disetdudpefore they can
be expanded. Also expansion of all terms in the query cantleéatge complex queries
which then become difficult to refine. The approach to quepaesion presented in this
section is a selective approach that aims at improving thgu&ies for a specific set of
guestions.

Upon examining a number of questions and the associatedwots which are known
to contain correct answers, it is clear that while a large Inemof questions ask for infor-
mation about a specific location mentioned in the questien)\iVhat is the state bird of
Alaska?” the answers frequently occur with the adjective form of theation, i.e.”...
willow ptarmigans (the quail-like Alaskan state birdghd without the noun form appear-
ing within the relevant passages. Most other question wdrolwever, appear unaltered
in the relevant passages, eglateandbird appear in both the question and supporting
documents, in fact it is the presence of these words whicterttekdocuments relevant.

This obvious mismatch between the question and answerigebkely to mean that rel-
evant documents are either not retrieved or are lowly ratikechost IR engines. Even
those IR systems which employ stemming in an attempt taeretriiocuments containing
morphological variants of question words are unlikely tefany better as most adjective
forms of a location do not produce the same token when sterasesdoroduced by stem-
ming the noun form of the location — a notable exception b&indjppinesandPhilippine
which are both stemmed thilippin using the well known Porter stemmer (Porter,
1980). It should be noted that the Porter stemmer was deseloyer the Cranfield 200
collection (Cleverdon and Keen, 1966) of technical aertinaudocuments and as such
the ability to conflate location nouns and adjectives waikalyl to have been considered.

WordNet (Miller, 1995) contains pertainym relations whlotk adjectives with their as-
sociated nouns (i.eAlaskanto Alaskg and mining this information allows the inverse
mapping from nouns to adjectives to be determined (notenthdé the adjective to noun
mapping in WordNet is a one-to-one relationship the nourdjeaive mapping is a one-
to-many relationship). Together these mappings allows @xperiment with expanding
both location nouns and adjectives (i.Alaskacan be expanded taAlaskanand vice
versa) to form richer IR queries from the original naturaldaage questions. The advan-
tage of using only a specific WordNet relationship over unigonius questions words is
that the system does not need to perform word sense disaatimigyprior to expansion,
the query does not become excessively complex and the réasexpansion is grounded
in the reality of written English (or at least that which ocein the AQUAINT collection).

There are a number of ways in which pertainym relationshypsccbe used to expand IR
gueries with the aim of improving the quality of the retridvdocuments. The simplest
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approach is to just include the two alternative forms of theation within the IR query
by replacing the original term with a nested query, for example.

“What is the capital of Syria?"becomes

capit (syria syrian)
Unfortunately this may result in unwanted side-effects mitte retrieved documents are
ranked based upon their similarity to the query. Whale has a single interpretation
when used to retrieve documents from a collection, docusnehich contain either or
both terms are retrieved, it can be used be used in a numbeays when the retrieved
documents are ranked.

When ranking documents retrieved using a query of the farrar B ranking functions

can consider matches agaiAstndB as separate matches in which case those documents
which contain both will rank higher than those which just tzom one (or even two in-
stances of one). The alternative is for the ranking functmtreat the combination as a
whole and hence those documents which contain a singlencestzA or B will be treated

the same as a document which contains both, i.e. the condnnmagatched so we do not
care that botlA andB matched only thaf or B matched. Most IR engines adopt the first
approach to ranking in that a document which matches moteeafiery terms will rank
highest regardless of the fact that tive operator specifics that only one has to match.

For instance the Lucene IR engfraefines the similarity between a quenand a docu-
mentd as follows. Letf; ; be the frequency of terrmhin documentd, n, be the number
of documents in which occurs in a collection oV documents and, be the number of
terms in the text fragment then the similarity betweenandd is given a&:

l N
similarity(q,d) = ql—md Zld\/fmdlog (—) +1 (6.3)
q i

teq

Now there are two important things to notice about this magkunction. Firstly the
term independent Weighiql“—d, is simply the percentage of the query terms which appear
in the document. For a auew or B ranking a document which contaidsand B

will compute a weight of 1, while a document which containgyof or B the weight

will be 0.5. Secondly each term is scored independentlydapen the term’s collection
frequencyn;. As itis highly likely that two synonymous termsandB will have different
frequencies of occurrence across the document colledir@npne which appears in a
given document may again affect the relative ranking of gieaved documents.

A better approach to incorporating the idea of synonymy witim IR query is to treat
both A and B as alternative versions of each other. For this purpose weduce the

IR operatoralt . Thealt operator results in the same documents being retrieved as
when using ther operator although the documents are treated differentthéyanking
function. The ranking function now trea®dsandB as instances of the same term hence the

8 http://jakarta.apache.org/lucene

9 This is a simplified version of the full similarity equatios & does not perform any normalization to
allow results from different queries to be compared. Thispification does not, however, affect the
ranking of documents for a given query.
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term independent weight is now 1 even if the document onlyainsA or B. Thealt
operator also alters the per-term section of the similduitytion by using 4 for n, even

if the document only contains instancesBfTogether these two changes to the ranking
function cause the IR engine to tréatindB identically.

This new operator results in IR queries which give equal Weig the noun and adjective
forms of the same location, such as:

“What is the capital of Syria?"becomes

capit alt(syria, syrian)

Logic would suggest that if either operator was to resultimngrease in the quality of the
retrieved documents (i.e. an increase in the answer coverfdtipe retrieved documents)
then thealt operator should give the better performance of the two optid he results
of experiments to apply both approaches to the task of expgrdcation nouns with
their adjectival forms and vice versa can be found in SectiarR.

This section has introduced two ideas; selective expansiajuestion words and the
alt operator for ranking retrieved documents. While we have aisked them both to
deal with questions containing a location noun there is @saa why either other sets
of words could not be selectively expanded or why déite operator could not be used
in other situations. For example, Bilotti et al. (2004) sesfgexpanding question words
with their morphological variants rather than using stemgnwhen building and retriev-
ing documents from an indexed collection. It would be indérey to see if thealt
operator could benefit this approach by grouping the monaicél variants of a single
word. The selective expansion of query terms could also\esiigated further although
it is unclear what sets of words would benefit from expansidhaut first performing
word sense disambiguation to ensure the correct sensesewjgaeded. Previous work
by Voorhees (1993) showed that WordNet could be used to imedf® performance when
word sense disambiguation was correctly performed but enage errors in sense reso-
lution result in a decrease in IR performance. The advarwéger approach is that we
do not need to perform word sense disambiguation and soghotisuffer the negative
affects described by Voorhees (1993).

6.3 Summary

Question analysis is an important component of many modéyrsydtems performing
two main functions: expected answer type determinationcarety formulation. This
chapter has presented contributions to both aspects ofiguesalysis.

While others (Ittycheriah et al., 2000) have noted thateases in answer type prediction
do not guarantee improvements in answer extraction, ttaptehn has introduced the no-
tion that the problem should in fact be approached in revefsem the semantic entities
the system can extract. The answer type hierarchy in Figare/&s therefore constructed
to contain only semantic types which our answer extractmmmonent (see Chapter 8)
can recognise in free text. Implicit in this approach is tbhé&on that if the expected an-
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swer type of a given question is not present in the hierarbby the QA system knows
before any further processing that it will not be able to amstie question. This allows
the QA system to respond quickly to the user when it cannavana question.

Given an answer type hierarchy, the question analysis capmanust be able to assign
answer types to unseen questions. Two new classifiers hamerieoduced and evaluated
in this chapter. Firstly we introduced a rule formalism foe tmanual construction of a

classifier. The flexibility of the formalism allows simpleles to correctly type a large

number of questions. In an independent evaluation over RIEC 2004 question set a
classifier constructed using this formalism had a classificaccuracy of 90.9% (using

the hierarchy in Figure 6.1). The chapter reported the tesidlusing an IR engine to

automatically construct an answer type classifier. Usimgahswer type hierarchy (50
fine grained classes) introduced by Li and Roth (2002) tlaisssfier achieves an accuracy
of 77.8% outperforming a number of standard machine legraigorithms applied to the

same problem (Zhang and Lee, 2003).

The final section of this chapter detailed two novel appreado query formulation:
selective expansion of query words and #ie ranking operator. While we have only
used selective expansion for a small set of questions contpa location, it is hoped
that the idea can be extended to cover sets of words whicld @dsd be unambiguously
expanded. Query expansion is of course only useful if it ples’an improvement in the
answer coverage of the documents retrieved by an IR engoreghis reason we propose
a newalt operator to alter the normal ranking algorithms of TF.IDBEdxhvector space
IR models which tend to prefer documents containing mdtfpkrms of the same word.
Evaluations of both these ideas are presented along wién aibrk on document retrieval
in the next chapter.
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Document Retrieval

Finding exact answers to unseen questions requires thitkedgpaocessing of free text.
The document collections over which QA systems operatettebd so large that carrying
out such processing of all documents in the collection isfeasible. This has led to
most researchers using off-the-shelf retrieval systemsrder to select a small subset
of documents which can then be subjected to more detailecepsing by the answer
extraction component of the QA system. Itis of course pdsstbemploy novel indexing
or retrieval methods to this stage in a QA system to increlasetality of the retrieved
documents, especially if dealing with reasonably sizedadiacollections.

This chapter details the evaluation of a number of novel @ggres to retrieving relevant
documents or passages from both closed collections anel ésey changing collections
such as the web. This includes evaluating the performantleeodlifferent methods of

guery formulation detailed in Section 6.2. The performaotéhese approaches to re-
trieval are evaluated using the metrics defined in Chapter 3.

7.1 Document Retrieval Over Closed Collections

Working with closed document collections, such as th@UAINT collection, makes it

possible to experiment with many different approachesdeximg and query formulation.
All the work presented in this thesis relies upon the Lucéheriginé. Lucene is an open
source boolean search engine with support for ranked vatriesults using a TF.IDF
based vector space model. One of the main advantages of Lsaemne, over many
other IR engines, is that it is relatively easy to extend tetriee demands of a given
research project (as an open source project the full sowde ® Lucene is available
making modification and extension relatively straight fard) allowing experiments with
different retrieval models or ranking algorithms to useshee document index.

While different retrieval approaches can be used on top aiglesdocument index, the
creation of the index itself should be given due considematiThe original source doc-

L http://jakarta.apache.org/lucene/
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uments have to be processed, at the word level, to generafesentative index of the
collection allowing the option of applying any number of @ghms to the text. For in-
stance stopwords are usually not included in the index asahe of little or no help at
retrieval time while greatly enlarging the size of the ind&@he other main decision to
be made when indexing documents is whether or not to norenadisants of a word or
term so that searching for one will match against all the kmgariants. Many systems
make use of stemmers (such as the Porter (1980) stemmeryde merphological vari-
ants of a word under a single index entry. While this seemsetthb normal approach
to document indexing it should be noted that Bilotti et aDd2) claim that performing
stemming reduces the ability of IR engines to retrieve m¢\documents. They suggest
that IR queries should instead be expanded to include alintwghological variants of
the question words. In the experiments that follow all thewdoents in the AUAINT col-
lection were split into separate paragraphs (based upooriti@al markup which leads
to passages of varying lengths) which were then subjectbdttostopword removal and
stemming before being indexed by Lucene.

7.1.1 How Much Text Should be Retrieved and Processed?

One of the main considerations when doing document retriev®A is the amount of
text to retrieve and process for each question. Ideally gesywould retrieve a single text
unit that was just large enough to contain a single instahtieoexact answer for every
guestion (and possibly a slightly longer piece of text whatso includes enough context
to justify it). Whilst the ideal is not attainable, the docemt retrieval stage can act as
a filter between the document collection and answer extnactomponents by retriev-
ing a relatively small selection of text excerpts (not fublcdments) from the collection
which can then be passed to an answer extraction compornefuttfioer, more detailed,
processing. This is the rational behind the full documenstadpsplit into passages (using
the existing paragraph markup) during the creation of tidexn During the rest of this
discussion passages and not full documents are beingvextrieom the collection for
evaluation and further processing.

In an attempt to determine the amount of text to retrieve Bwhequestion a number
of evaluations were carried out to investigate the perforceaof an answer extraction
component (see section 8.1) when presented with a varyimjpauof text passages. As
discussed in Chapter 4, the 444 questions from TREC 2002Zhvdre known to have at
least one correct answer in th@BAINT collection, are used in these experiments.

Figure 7.1shows the results of these experiments from wihislpossible to determine
a number of interesting and useful facts which will dictdtte tvay in which a document
retrieval component can be configured for use within a QAesyist

The results in Figure 7.1 show that the accuracy of the answiaction component
reaches am@1 peak when using at most 20 documents from the collection swvan
each question even though the covera@e; continues to increase (see Section 3.1.1 for
a definition ofa@n). Considering more than 20 documents actually decreasqsettfor-
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Number of Passages

1 5 10 20 30 50 100 200

a@1 8.11% | 16.22%a | 19.14%aA | 20.95% 20.27% 19.14% 18.47% 16.67%v
a@2 | 8.11% | 19.59%aA | 24.55%aA | 26.13% 27.92%A | 28.15% 26.80% 26.58%
a@3 | 8.33% | 21.40%aA | 26.80%aA | 29.73%aA | 31.08% 32.66% 29.95%v 28.83%
a@4 | 8.33% | 22.30%A | 27.93%a | 32.21%aA | 32.43% 34.68%n | 33.11% 31.08%v
a@5 | 8.33% | 22.52%a | 28.38%aA | 34.46%a | 34.91% 36.26% 33.56%vVv | 31.53%V
c@n | 11.04% | 29.95% 39.41% | 51.35% 56.98% 61.71% 67.34% 71.85%

% Accuracy

Number of Passages Used

Figure 7.1: Accuracy against number of passages retriavedamber of answers considered (statistically
significant differences in performance are with respectévipus column).

mance of the answer extraction component. It should be ribtgdhea@5 performance
continues to increase and reaches a peak when using the tdpcithents. However,
an ideal QA system would return a single exact answer andeso@h performance is
of more importance. The drop off in performance as more desusnare considered by
the answer extraction component is understandable giarthie answers to the ques-
tions are judged using the pooled responses from the TREE @@luation for which
on average each question can be answered by text found il @dylocuments from the
AQUAINT collection. As was mentioned in Chapter 3 these judgmemtsat exhaus-
tive and so there are in fact significantly more relevant doeuts in the collection than
the judgments suggest. Even an exhaustive searclpoRANT to locate answer bearing
documents (Bilotti et al., 2004) suggests that the averageber of relevant documents
per question is actually 15.84 from a collection contairapgroximately 1,033,000 doc-
uments. With so few relevant documents, not all of which Wélsuccessfully retrieved
by an IR system, returning a large number of documents foatisaver extraction com-
ponent to process will simply result in adding more noisen®text making the task of
extracting the correct answer that much harder.

As already discussed the results in Figure 7.1 show that élsealt1 performance of
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Figure 7.2: Comparison of coverage against accuracy of one exact answer per question,

the answer extraction component occurs when just the topa26ages are considered
by the answer extraction component. Whilst using only a smahber of documents

is desirable it should be noted that using a small number ofich@nts tends to result in
low coverage and hence a lower upper bound on the perfornwdrtioe QA system. The
coverage and accuracy fer1 are shown in Figure 7.2 from which it can be seen that at
rank 20, wherm@1 is maximised, the coverage is only 51.35%, that is the uppand

on a perfect answer extraction component would be 51.35%.

While it is clear that if each question is only correctly aesed by a very small per-
centage of the documents in a collection then retrievingenttmcuments is unlikely to
improve the performance of the answer extraction compab@muld be useful to mea-
sure the increase in noise as more documents are procedsext we define noise to
be the proportion of the entities of the same type as the eageamnswer which do not
correctly answer the question (see Section 3.2.3 for a fodefanition of noise). Figure
7.3 shows how the noise level of the set of retrieved docusnenteases as the number
of documents examined also increases. As you can see whersaeraextraction com-
ponent examines over 20 documents it has to deal with a nevet of approximately
85% — that is, of all the entities in the documents which arthefexpected answer type
only 15% will be correct answers to the question (where threectness of an answer is
determined using the accepted regular expression patsrdstailed in Section 3.1.1).
This reinforces the need to produce a document retrievabaphp that while achieving
high coverage does so at low ranks.

While these results are certainly interesting it is uncheaw transferable the conclusions
are to either other IR systems or other answer extractiorpooents. It should be noted,
however, that almost identical coverage against accurasylts were reported for the
QA-LaSIE answer extraction component (Gaizauskas et @l3Rand using the Okapi

IR enginé(Robertson and Walker, 1999) results of which can be seeiyuré&7.4. This

2 http://www.soi.city.ac.uk/ ~andym/OKAPI-PACK
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Figure 7.3: Comparison of document noiegagainst accuracy of one exact answer per question,

combination also gave the besgtl performance when Okapi was used to retrieve the
top 20 passages of a similar size to those used in the expasmaported above. In fact
the a@1 performance was 18.59% (compared to the result of 20.95%rtexp earlier)
for which thec@20 was only 54.0% (compared to the result of 51.35% using Lucene
Similar findings using web search results were reported by@s et al. (2002) in which
the end-to-end performance (measured using MRR, see B8&tip of their QA system
peaked when using only the first 200 snippets after which datian of more snippets
reduced the systems performance.

Numerous studies have concentrated on the ability of IRresgio retrieve relevant doc-
uments in answer to natural language questions and all Hexensthat no system re-
trieves documents for every question even if a vast numbdoofiments are considered
(Tellex et al., 2003; Roberts and Gaizauskas, 2004; Saggiah, 2004). For example
Hovy et al. (2000) report that even when considering the @@0ldocuments per ques-
tion their IR setup failed to retrieve a single answer bepdoecument for 8% of the
guestions. What is required therefore are approaches odomument and passage re-
trieval that not only increase the coverage of retrievedidunts but which also result in
needing to retrieve only a few documents per question whachieen be processed by the
answer extraction components. Systems need to focus onlaremer of documents
as the results reported here have shown that processingdoouenents (while increas-
ing the coverage) tends simply to swamp answer extractiompooents decreasing the
end-to-end performance of the QA systems.

The rest of this section details a number of approaches donretion retrieval which aim

to achieve both of these things, while not overly increasimgtime or resources required
to retrieve the documents, so as to keep the system useabld-time.

77



Chapter 7: Document Retrieval

30+
n=30 | 57.4%| 16.62%

n=50 | 61.4% | 17.18% 00

n=100 | 66.8% | 16.06% fofo\o—_o\o\o
n=200 | 69.2% | 12.68%

105

70+
> 60—
Q
I ]
cQn a@1 5
o 50—
n=1 | 18.6%| 11.55%| & |
n=5 |37.0%|16.06%| 5 , ]
n=10 | 46.0%| 17.75%| & |
n=20 | 54.0%| 1859%| &
3
@)
$

0

T T T T T T T T T 1
0O 20 40 60 80 100 120 140 160 180 200
Number of Passages Used

Figure 7.4: Comparison of Okapi coverageagainst accuracy of QA-LaSIE returning one exact answer
per questiong.

7.1.2 Benefits of Query Expansion

This section reports the results of the query formulatieagldetailed in Section 6.2 and
their impact upon the performance of the IR component iedf the effects, if any, on
the performance of the end-to-end system.

Expansion via Expected Answer TypeAs explained in Section 6.2.1 it is possible to form
IR queries using the natural language question and keywardan to commonly oc-
cur with instances of the expected answer type. Due to addniumber of questions
for which answers are known to be contained within theuAINT collection we con-
ducted experiments using this approach for only three angypes; distance, time and
temperature measurements. These evaluations use appeaprestions from the TREC
2002 and 2003 evaluations; 33 distance questions, 4 timgtique, and 7 temperature
guestions. Due to the small number of questions it will bédaift to show that results are
statistically significant but we should get some notion efplerformance of the approach.

For each of the three answer types, distance, time and tatoper both the coverage of
the IR results and the accuracy of the end-to-end systerarpsgihce (using the semantic
type extraction system detailed in 8.1) were measured feettlifferent forms of IR query
construction:

» Standard: An IR query was constructed using only the non-stopwordshftbe
guestion.

» or Expansion: An IR query was constructed using the non-stopwords in tles-qu
tion augmented with the appropriate expansion terms (dele Ba3) combined us-
ing theor operator, which means that each document retrieved mutdioat least
one of the expansion terms.
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Distance Time Temperature

Std or alt Std or alt Std or alt

c@1 3.0% | 12.1%4A | 15.2%A 25.0% | 25.0% (| 50.0% | 14.3% | 14.3% | 14.3%
c@5 18.2% | 27.3% 42.4%A 25.0% | 75.0% | 75.0% | 28.6% | 28.6% | 14.3%
c@10 | 27.3% | 51.5%aA | 57.6%a 75.0% | 75.0% | 100.0%| 28.6% | 28.6% | 14.3%
c@20 | 45.5% | 63.6%aA | 72.7%a | 100.0% | 100.0% | 100.0% | 42.9% | 28.6% | 14.3%
a@1 12.1%| 12.1% 18.2% 25.0% | 25.0% | 25.0% | 14.3% | 14.3% | 14.3%
a@2 21.2%| 21.2% 24.2% 50.0% | 25.0% | 50.0% | 14.3% | 14.3% | 14.3%
a@3 27.3% | 33.3% 33.3% 50.0% | 50.0% | 50.0% | 14.3% | 14.3% | 14.3%
a@4 30.3% | 36.4% 36.4% 50.0% | 50.0% | 50.0% | 14.3% | 14.3% | 14.3%
a@5 33.3% | 36.4% 36.4% 50.0% | 50.0% | 50.0% | 14.3% | 14.3% | 14.3%
n@20 | 85.5% | 87.0% 89.6% 64.6% | 85.4%| 80.3% | 85.7% | 85.7% | 85.7%

Table 7.1: Results of expanding distance, time and temperaiestions (statistical significance is with
respect to the standard query).

« alt Expansion: This IR query retrieves the same documents a®thexpansion
query but the documents are ranked in a more sensible fas¥iah does not
take into account the number of expansion terms common to thet query and
document. See Section 6.2.2 for details of the .

The results of these experiments into query expansion asepted in Table 7.1. These
results show that neither method of query expansion resuétsignificant change in the
end-to-end performance of the QA system for any of the thnsgvar types. The answer
accuracy of questions requesting a distance measure shmhtamprovement, temper-
ature questions show no change and time questions showha dfigp in performance
(a@2 is reduced by 50%. using ther expansion method). Due to the small number
of questions used in these experiments it is difficult to dasmy strong conclusions con-
cerning the use of ther andalt expansion operators. While there appears to be a
considerable increase in coverage ugtig for the distance questions, the reverse is true
for the temperature questions.

Table 7.1 shows that while expanding the queries often mesla dramatic increase in
coverage of the retrieved documents at a given rank, thelsspace within which the
answer extraction component has to operate is also inacteaBlee noise level of the
retrieved documents, the percentage of the entities ofihpeated type which are not cor-
rect answers to the question (see Section 3.2.3), is ineilealsen expanding the distance
and time queries making it harder for an answer extractiomgmment to determine which
of the entities of the correct type correctly answers a giy@estion.

From these evaluations of query expansion it is uncleaeifelis any benefit to be gained
from performing query expansion based upon the expectedeartgpe. In some cases
the performance of the IR component, as measured by covenageases while in others
there is little or no positive improvement. Even for quessigequesting a distance for
which the increase in coverage is statistically signifithate is no corresponding signifi-
cant increase in the end-to-end performance of the QA systaim suggests that not only
is this form of query expansion not suitable for questionarig but also that coverage
should only be used as a guide to measure IR performancegiaase in coverage (for a
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Expansion Type
none | or alt
c@1 158 | 14.0| 14.0
cQ5 316 | 31.6| 36.8
c@10 38.6 | 36.8| 43.9
c@20 52.6 | 43.9] 57.9
c@30 54,41 50.9| 64.9a
@50 63.2 | 57.9| 66.7
c@100 | 71.9 | 68.4| 75.4
c@200 | 78.9 | 75.4| 84.2A 10

% Coverage
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Figure 7.5: Comparison of standard querigswith alt , e, andor , A, expansion of location nouns.

given volume of text) does not imply an increase in end-td-®ystem performance.

Monz (2003) also reports work on a similar approach to qu&passion for measure-
ment questions. The research differs from that presenteslindhat all measurement
guestions were evaluated as a whole rather than evaluatfagedt types (i.e. distance,
time...) separately. These evaluations were also onlyeroed with the performance of
the IR component and not how the retrieved documents wotddtahe end-to-end per-
formance of a full QA system. Monz concluded that while tluisi of query expansion

gives improvements in coverage the difference is rarelgiB@ant and so is unlikely to

contribute greatly to the performance of an answer extstaatbomponent making use of
the retrieved documents.

Expansion via Question WordsTwo separate evaluations were carried out to determine the
performance benefits of expanding queries using locaticiaipgms mined from Word-
Net using the method described in Section 6.2.2. In the fiestxpanded questions which
contain location nouns to also include the adjective fomrthke second evaluation we ex-
panded questions containing the adjectival form of a locetd include the nominal form

of the location. The question sets for these evaluationsisbof 57 questions contain-
ing location nouns and 31 questions containing adjectoadtions taken from the TREC
2002 and 2003 questions sets.

The result of expanding queries to include adjectival foahcations contained in the
original questions can be seen in Figure’7.5

3 Previously reported results (Greenwood, 2004b) for thj@gch contained an error in the evaluation
of expansion using ther operator and differ dramatically from the correct resutessented here. The
errors in the evaluation of ther operator caused many relevant documents to be excludedtifrem
previous evaluation.
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Expansion Type
none or alt
cQ1 22.6 | 22.6 19.4
cQ5 419 | 45.2 38.7
c@10 54.8 | 48.4 51.6
c@20 64.5 | 64.5 61.3
c@30 71.0] 645 67.7
@50 80.6 | 71.0v | 74.2
c@100 | 839 | 77.4 80.6
c@200 | 87.1 | 77.4v | 83.9

% Coverage

I I I I I I I I I ]
0 20 40 60 80 100 120 140 160 180 200
Rank
Figure 7.6: Comparison of standard querigswith alt , e, andor , A, expansion of location adjectives.

These results show that the coverage of the retrieved dausrimereases when the ques-
tion is expanded to include the adjectival forms of the lmoet using thealt operator.
The difference is only significant, however, when 30 or mareuwmhents are considered,
although this could be due at least in part to the relativelplssize of the question set
(only 57 questions). It is obvious from these results thatgithe standardr operator
to expand the queries has a severe detrimental effect oesiéts. As has already been
discussed this is due to the fact that answer bearing passage to contain only one
form of the location and using a ranking system that prefexuchents which contain
both forms pushes answer bearing passages much furthertdewanking.

The results of the second evaluation, to determine whethaobexpanding adjective
locations in questions to include the noun form of the laratias an appreciable benefit
on the coverage of the retrieved documents, can be seenuneFig6. This experiment
shows that over the 37 questions containing an adjective @dra location the coverage
of the retrieved documents is actually reduced when thditmtaoun is included in the
query, although the drop in performance is not significaaingtrank examined. A larger
test set is required to see if the observed drop in performanitue in general or simply
an artifact of the current question set. These results asfirm the results from the
first experiment that using ther operator to expand natural language questions into IR
queries has a detrimental affect on the ability of the IR eado rank highly the known
answer bearing documents.

Due to the apparent drop in performance observed in the dengreriment when includ-
ing the location in the IR query a third experiment was uradeh. This third experiment
used the first question set (which contains location nanmesyeplaced all the locations
with their adjective form rather than expanding the IR ge®to include both forms. The
motivation behind this experiment is that while includirg tadjective form in the first
experiment produced an increase in coverage adding thenabmithe second experi-
ment reduced the coverage suggesting that the adjectivalrfaay be solely responsible
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90 —

Expansion Type
none | replacement
c@1 15.8% 10.5%
c@5 31.6% 29.8%
c@10 | 38.6% 33.3%
c@20 | 52.6% 49.1%
c@30 | 54.4% 50.9%
c@50 | 63.2% 57.9%
c@100 | 71.9% 63.2%
@200 | 78.9% 64.9%v

% Coverage
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Figure 7.7: Comparison of standard queridsand those in which nouns are replaced by adjectiwes,

for good IR performance. Queries generated in this experimelude:

“What is the area of Venezuela®ecomes

area venezuelan

“What continent is Scotland in?becomes

contin scottish
The results of this experiment can be seen in Figure 7.7.€lfessIlts suggest that the best
way to locate relevant documents for questions contairoogtion nouns is to use both
the noun and adjective forms of the location and not just thective form as seemed to
be suggested by the previous experiment. This reinforaetiginal premise that it is
often the case that the location noun in the question is cedlan relevant documents by
the adjectival form, as the experiments show that using difective boosts performance
but cannot be relied upon for every question.

Showing that a particular approach to query formulatiorxpa@sion increases the cover-
age of the retrieved documents does not automatically itialtya QA system using these
documents will show an increase in performance — higherrageesat the IR stage simply
implies a higher upper bound on the performance of answeaaiin components. To

see if the increase in coverage, obtained via expandingRhgukries containing noun

forms of locations with their adjectival form, has a benelieffect on answer extraction

components we provided the retrieved documents as inphéteegmantic type extraction
system of Section 8.1.

The QA system was given as input the top 30 documents (the sigrsficant results
were observed when retrieving 30 documents, see Figureaidb)vas evaluated using
MRR (mean reciprocal rank, see (Moorhees, 2001)) over thétanswers returned for
each question. The MRR of the QA system when given the doctsmetrieved using
the question alone was 0.1947. Expanding the location noutieese questions using
thealt operator resulted in an MRR score of 0.1988. While there isnarease in
performance of the answer extraction component it is ngelanough to be statistically
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significant although this could be due to the small numberugstjons used. Further
evaluations over a larger test set are therefore required.

One possible explanation for the small increase in perfacaanay be that while expand-
ing the questions gives better coverage the answer beasmgments can now contain a
word (the adjective form of the location noun) which is noitted the question. If the an-
swer extraction components are not adapted to make usesddrtbivledge then they may
well discard answers simply because they appear in a sentnch has little overlap
with the original question.

7.2 Document Retrieval Over the World Wide Web

For QA systems that attempt to answer questions from clogkections, such as those
evaluated at TREC, it is possible to experiment with différe/ays of improving the
document or passage retrieval component, such as the appsoaxplored in the pre-
vious sections. Studies have been conducted to look ateliffepassage retrieval ap-
proaches (Roberts and Gaizauskas, 2004; Tellex et al.,)26@Q8tiple retrieval loops
dependent upon thguality of the retrieved passages (Harabagiu et al., 2000), and-buil
ing indexes containing syntactic or semantic knowledg@#ha 1987; Strzalkowski et
al., 1996). While some of these approaches have proved motfiifthan others they all
rely on having a reasonably sized closed collection oveckwtiiey can operate.

With the continued growth in the amount of electronic texdiable via the Internet, more

and more researchers are attempting to build QA systemeeiljatd the Internet as a doc-
ument collection from which to draw answers. For most redess, indexing the Internet
in an unusual fashion (indexing noun phrases for instarscedt even a remote possibil-
ity. QA systems designed to use the Internet have usuallglyoon existing web search

engines to retrieve a small set of documents ready for psoogby an answer extraction
component. Unfortunately, this means that although thetipreanalysis component of
such a system can generate a query tailored to a specific wathsengine (Agichtein et

al., 2001) the QA systems have to treat the IR system as a btackomponent (where

they have no knowledge of the inner workings and see onlyrjpietiand output from the

IR system).

This leads to two questions which the remainder of this eactittempts to address.
Firstly, if one adopts a more relaxed view of QA evaluatioarthhat used at TREC, and
assumes that an answer is simply a short phrase or senteigesointains a supported
instance of a correct answer, then are web search engines¢hes adequate QA sys-
tems? Secondly, are the snippets returned by search ersgiitasle passages to be used
by the more traditional QA systems? That is, can the teclesigieveloped in the rest of
this thesis be used to extract answers from the Internet bhasvirEom closed collections
such as AUAINT.

The web search engines were evaluated using a small qusstispecifically constructed
so as to avoid the TREC questions which now appear quitedrgtyuon the Internet often
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Search % Coverage at Rank

Engine 1 2 3 4 5 6 7 8 9 10
AllTheWweb | 20 28 36 40 44 44 44 46 48 4
AltaVista 34 48 56 60 60 60 60 60 62 6
Google 28 48 56 58 64 64 64 66 70 7
Lycos 22 30 32 34 40 40 42 42 46 4

Table 7.2: Coverage results for the web search enginesatedlu

OO NN 00

Search Answer Redundancy at Rank

Engine 1 2 3 4 5 6 7 8 9 10
AllTheWeb | 0.20 040 056 0.76 0.82 0.92 0.98 110 1.20 134
AltaVista 0.34 056 086 1.12 132 158 1.82 204 216 2|36
Google 0.28 060 090 1.08 1.34 152 1.72 190 2.08 2|28
Lycos 0.22 0.36 048 0.62 070 078 0.90 1.02 118 1}28

Table 7.3: Answer redundancy results for the web searcmesg@ivaluated.

along with their correct answers. The question set is desdiin more detail in Appendix
B with the following being a selection of example questiamsf the test set:

* “Who was President of the USA from 1963 to 1969?”
* “What is the largest planet in our Solar System?”

* “How many stomachs does a cow have?”

* “How often does Haley’s comet appear?”

* “Who performed the first human heart transplant?”

* “What is the normal colour of sulphur?”

A web search engine is deemed to have correctly answeredstiaqué a snippet de-
scribing a relevant document not only contains the cornestvar but provides sufficient
context to justify the answer. This is similar to the stricakiation method (see Chapter
3) used throughout this thesis to evaluate systems ansyW€REC questions using the
AQUAINT collection. By ensuring that the snippets, returned by teb gearch engines,
justify their answers they can be treated as documentséqouiposes of replacing tradi-
tional IR systems within the QA framework thus allowing exig QA techniques, such
as those developed throughout this thesis, to be used avereh.

Four different web search engines were investigated; Al\Wab, AltaVista, Google and
Lycos. For each of these web search engines the questioesmatually submitted to
the search engines web interface and the top ten snippetsostected. Full coverage
and answer redundancy results for the web search engineg bealuated can be seen
in Table 7.2 and Table 7.3 respectively (note that this isnglsiinformant evaluation
performed by the author).
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Figure 7.8: Coverage and redundancy results for AllThewekitaVista +, Googldll, and LycosA.

These results are interesting for two reasons. Firstly, shew that if we consider cover-
age as being equivalent to the percentage of questionstgramswered at a given rank
then certain web search engines (notably Google and AltaMase actually reasonably
performing sentence based QA systems, especially wherrsiéein results are consid-
ered, with Google providing a correct supported answer % @2the questions. While it
is difficult to compare these results with those of QA systamsiost return exact answers
rather than sentences we can compare the search engins tegtike results reported at
TREC-8 (Voorhees, 1999). TREC-8 included an evaluationystesns which were al-
lowed to return up to 5 answers which could be up to 250 charsaat length. Results
at this task ranged from at least one correct answer to 11fGPea@uestions (Eichmann
and Srinivasan, 1999) up to theasso system (Moldovan et al., 1999) which returned
at least one correct answer to 77.8% of the questions. Ghetrtlie questions used in
TREC-8 were mainly reformulations of answer bearing doausiand hence simple bag-
of-words approaches were often sufficient for finding refeg@ntences, the performance
of the web search engines is comparable to that of the besCT&R&y/stem. At rank 5
Google returns at least one snippet which both containsribeer and justification for
64% of the 50 questions it was evaluated over whileso returned at least one answer
bearing snippet (the snippet did not have to provide justifin although it had to be with
reference to a supporting document) for 77.8% of the TREQe&&tions.

The results in Table 7.2 also show that a QA system which useargh engine as a pas-
sage retrieval system (i.e. uses just the returned snipp&tgt as input to an answer ex-
traction component) cannot answer more than approxim@@y of the questions when
relying on just the top ten snippets. Interestingly, Rabartd Gaizauskas (2004) showed
that to achieve a similar coverage over the TREC questiotistenAQUAINT collection
(using Okapi as the search engine), systems had to conbelay thirty passages taken
from the TREC collection. Similar results were reported lyvidet al. (2000) in which
they found that 8% of the questions still had no answers whendp one thousand seg-
ments were considered. From this it would seem that web lsesrgines are capable of

85



E Chapter 7: Document Retrieval

acting as a suitable replacement for the document/passtigeval components within a
QA system.

The answer redundancy results for the web search enginves), igi Figure 7.8, show that
even the best performing search engines provide, on aveyatyetwo supported answer
instances per question within the top ten snippets retubyetthe search engines. This
suggests that QA systems may have to use the full documesteta large number of
answer instances (something which is known to improve tih®peance of QA systems
(Light et al., 2001)), although Roberts and Gaizauskas4p6Bowed that to achieve an
answer redundancy of two or more, using the TREC questiotiglaoument collection,
requires studying the top thirty passages and even considire top two hundred pas-
sages does not result in an answer redundancy above fiveadiis reinforces the idea
that the snippets produced by web search engines are ajgbegpaissages for use in web
based QA systems.

It should be noted that these evaluations say nothing abeygdrformance of each search
engine at locating relevant documents to sensibly wordedu&ies, and only address
how well they are able to produce answer bearing snippets &aaturally phrased ques-
tion, i.e. these experiments evaluate search engines dask ahey were never designed
to perform.

7.3 Document Filtering

In Section 6.2.1 the notion of indexing documents based niyt @poon their words but

also the semantic entities they contain was dismissed eaditfle especially when con-
sidering answering questions using the world wide web. @/pik-indexing a collection

may not be feasible it is possible to process documents gsatteeretrieved from the

collection and discard those which do not contain entitiethe expected answer type.
In the previous experiments it was clear that using the togd@fuments retrieved from
AQUAINT appeared to give the best end-to-end performance. At least sf these 20

documents will not contain entities of the correct type amahile they do not contribute

noise to the retrieved documents they do reduce the chartbe adfocuments containing
at least one answer to the question.

The results given in Table 7.4 show the effect on coveragetoiering the topr doc-
uments which contain an entity of the expected answer typeyedl as the end-to-end
performance when retrieving the top 20 documents contgithia expected answer type.
In fact a document is retrieved if it contains the expecteziaam type or one of its more
general types as determined by the answer type hierarcley givFigure 6.1. For ex-
ample any answer to the questitthow tall is the Eiffel Tower?” should be some form
of distance measurement. However, when filtering the retdedocuments any docu-
ment which contains either a distance, any measurement amauint (a number with
no known measurement units) will be accepted and passed emgwer extraction com-
ponent. Table 7.4 gives the results not just over the TREQ@ 266X set but also for the
33 distance, 4 time, and 7 temperature questions which waleated using the query
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Distance Time Temperature TREC 2002
Std Filtered Std Filtered Std Filtered Std Filtered
c@1 3.0% | 6.1% 25.0% 25.0% | 14.3% 14.3% | 11.0% | 17.5%a

c@5h 18.2% | 33.3%a 25.0%| 50.0% | 28.6%| 28.6% | 30.0% | 40.8%a
c@10 | 27.3% | 45.5%a 75.0% | 100.0%| 28.6% | 28.6% | 39.4% | 49.1%aA
c¢@20 | 45.5% | 60.6%aA | 100.0%| 100.0% | 42.9% | 42.9% | 51.4% | 57.9%a
a@1 12.1% | 12.1% 25.0%| 25.0%| 14.3% 14.3% | 21.0% | 20.3%
a@2 21.2% | 27.3% 50.0%| 50.0% | 14.3% 14.3% | 26.1% | 27.3%
a@3 27.3% | 36.4%nA 50.0%| 50.0% | 14.3% 14.3% | 29.7% | 31.5%
a@4 30.3% | 36.4% 50.0%| 50.0% | 14.3% 14.3% | 32.2% | 35.0%~A
a@5b 33.3% | 42.4%A 50.0% | 50.0% | 14.3% 14.3% | 34.5% | 36.7%A
n@20 | 85.5% | 86.5% 64.6%| 76.9% | 85.7%| 85.7% | 84.4% | 86.9%

Table 7.4: Results of filtering distance, time, temperatum@ all TREC 2002 questions.

expansion method detailed in Section 6.2.1 to allow easypemison between the ap-
proaches.

Unlike the approach to improving the retrieval componemSeéction 6.2.1, filtering the
retrieved documents does not rely on expanding the IR quanglkeywords known to
commonly occur with answer instances and so can be appliadl tbe questions for
which the question analysis component can determine thecéagh answer type.

It is clear from these results that filtering the retrieveduloents in this way has a sig-
nificant effect on the coverage of the document set when ateduover the complete
TREC 2002 test set. Unfortunately while the IR results shigmicant improvement,
this again does not result in a significant improvement inat@uracy of the answer ex-
traction component. The accuracy figures do show improveméronly a small amount
and so it is unclear if the extra processing required to ftherdocuments is worth the
small improvement. Using Lucene to retrieve the top 20 danmnfrom AQUAINT takes
approximately 2 seconds per questioRiltering the retrieved documents to retain the top
20 documents which contain answer type entities takes aage&0 seconds. A QA sys-
tem which requires 40 seconds just to retrieve a handful s§ipbdy relevant documents is
probably of little use in real-time situations. It would bessible to reduce the time taken
to filter the documents by pre-processing the collectionracedrding which documents
contain instances of each semantic type but the fact thaitgHdifficult was the original
motivation for this post-retrieval filtering approach. $kipproach is especially useful for
experimenting with document filtering as it requires litil@e or resources compared to
constructing a semantic type index for a document collactio

7.4 Summary

This chapter has evaluated the performance of a number @&l mdeas for document
retrieval in a QA system (some of which were introduced in phevious chapter) as
well as investigating known problems which effect the parfance of IR engines and the

4 When run on a PC with a 3GHz Pentium 4 CPU and 1 GB of RAM.
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end-to-end performance of QA systems.

Others have investigated the ability of IR engines to re¢rielevant documents given a
natural language question (Tellex et al., 2003; Roberts@aidauskas, 2004; Saggion et
al., 2004) but often these studies have only been conceritadhe performance of the
IR engine. In this chapter we went further and investigat®a imcreasing the coverage
of a set of retrieved documents can affect the end-to-erfdipeance of a QA system.

Figure 7.1 on page 75 shows that while the coverage contiauesrease as more doc-
uments are retrieved the21 accuracy of the answer extraction component (discussed in
the following chapter) peaks when only 20 passages, wittvarage of 51.35%, are con-
sidered. While it is difficult to generalise this finding tdet IR engines and QA systems

it is interesting to note that identical conclusions can tewvth when using the combina-
tion of Okapi and QA-LaSIE which suggests that it is impotiarall systems to balance
approaches aimed at increasing coverage with their effecend-to-end performance.

One possible reason for the decrease in accuracy as morendotsiare retrieved and
coverage increases could be noise — the percentage oéstitihe expected answer type
which are incorrect answers to the question being askednWluced thewoise metric
as a way of describing what happens to the search space asloooments are retrieved
(see Section 3.2.3 for a formal definition). The experimémthis chapter have shown
that increasing coverage leads to an increase in noise. niéass that while the upper
bound on the number of questions which can be answered isased, the chance of
selecting the correct answer is decreased.

In the previous chapter (page 68) we introduced a new ranijiegator, callealt , as
we believed it would be more appropriate for query expansgiam the traditionabr
operator. Evaluations of using tladt operator for query expansion of both expected
answer types (Section 7.1.2) and question words (Sectiof)&hows that thalt oper-
ator results in increases in coverage over the stanmtammperator. The small size of the
guestion sets used in these experiments means that we cdainothat the improvement
is statistically significant in all cases but it certainlygses that the use of tladt operator
should be investigated further.

Query expansion, independent of the ranking operator, \gasravestigated. In a similar
way to Monz (2003) we performed query expansion based onxjpeceed answer type
of measurement questions, which while leading to an inergasoverage did not signif-
icantly improve the performance of a QA system. It is diffidol see how this approach
could be expanded to cover other question types as in matances there is not a small
set of words which can be used to locate documents contamiigen semantic type.
Document filtering can, however, be used with all questiggesyand was evaluated in
Section 7.3. While the results of this evaluation show thterfhg the documents so as
to only consider those known to contain an entity of expeeatesiver type significantly
improves the coverage of the documents, we see no signifitgnovement in the end-
to-end performance of a QA system. Of course it should bedrbia just because these
experiments show no end-to-end performance with one QAesysioes not mean they
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will not benefit other systems. However, as a basis for thevanextraction systems to
be introduced in the following chapter their applicatiompegrs to be limited and so will
not be used.

Finally, experiments in this chapter have shown that it fthba possible to use the web as
a source of documents using a search engine, such as Gangdtjdve a small selection
of snippets. The snippets returned by Google have a covatages that of documents
retrieved from closed collections using IR engines suchwasehe. This will not only
allow QA systems to be adapted to use the web but also meamsutttasystems should
be able to operate in real-time, as they will only have to psscsmall snippets returned
by the web search engines not long passages or documents.
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Answer Extraction

The final stage in a QA system, and arguably the most impgoitatat extract and present
the answers to questions. This chapter documents two idiffepproaches to answer
extraction: semantic type extraction and generalisecsanmatching text patterns.

8.1 Semantic Type Extraction

A naive approach to extracting answers from documentsdvoelto randomly choose
a word or phrase and present this as an answer. While simpkeydiem would be very
unlikely to return correct answers to any questions.

A more principled approach is semantic type extraction Wwaxktracts all entities of a
given type from the answer text and ranks them accordingdw frequency of occur-
rence within the relevant documents. In its simplest formasetic type extraction is only
marginally more complex than randomly choosing a word oapér Given an answer
type hierarchy, such as that detailed in Figure 6.1, sem#ye extraction consists sim-
ply of extracting from text all entities of the expected apstype and then ranking them
based on their frequency of occurrence within the relevantuthents. Two answers can
be considered equivalent if either they are identical, iqmgpcase differences, or the two
answers match using the following similarity test (Brillagt, 2001):

Two answers are considered equivalent if and only if all tba-stopwords
in one answer are present in the other or vice-versa.

This similarity measure along with the answer type hieraiolFigure 6.1 (remembering
that this hierarchy is designed to cover all the semantiesythe system can recognise in
free text) and the question classifier of Section 6.1.1 cailydae used to develop a base-
line semantic type answer extraction system. The evaluatiche answers returned by
an answer extraction component involves not only the arstagrthe document provided
in support of the answer. This is the strict evaluation regtiscussed in detail in Chapter
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Baseline So S3 S
a@l | 17.56% | 17.79% (+1.3%) 19.59% (+11.5%)n | 20.94% (+19.2%h
a@2 | 21.62% | 22.07% (+2.1%) | 25.00% (+15.6%x | 26.13% (+20.8%h
a@3 | 24.55% | 25.68% (+4.6%) | 28.15% (+14.7%A | 29.73% (+21.1%xa
a@4 | 26.58% | 27.70% (+4.2%) | 29.73% (+11.9%A | 32.21% (+21.2%x
a@5 | 27.48% | 28.60% (+4.1%) | 30.63% (+11.5%h | 34.46% (+25.4%xa

Table 8.1: Accuracy of the semantic extraction system (@wements are with respect to the baseline).

3. For each answer returned by the baseline system the siqgpdocument is the one in
which the sentence containing the answer has the largedapweth the question. If two
sentences are equally likely to support the answer (i.eovieeap between the question
and the two sentences is equal) then the window containitigthe answer and the ques-
tion terms is determined and the sentence with the smalliestow is deemed the most
likely. The use of the smallest window was inspired by thaideminimal span weight-
ing (Monz, 2004) although here we are using minimal matciipans only to break ties
in the simpler approach of word overlap.

The full accuracy results of using such a baseline systemttaa answers from the top
20 relevant documents retrieved by Lucene for the TREC 288tjuestions can be seen
in Table 8.1. These results show that even such a simplesysieapable of answering a
substantial portion of questions. In fact this baselinéegsypgeturns correct answers at po-
sition 1 (i.e.a@1) for 17.56% of the questions. It is worth remembering at plast that
the maximum accuracy the answer extraction component daevacis less than 100%
due to failings of the previous two components; the questioalysis component may
fail to determine the correct answer type and the documéméval component may fail
to select any answer bearing documents. For example usngpi20 documents limits
an answer extraction component using a 100% accurate gnestalysis component to
51.35% (see Figure 7.2 on page 76).

8.1.1 Improved Answer Ranking

One approach to improving the baseline system is to imprhoeest used to determine
if two answers are equivalent to each other. The baselinvaguce test is especially
useful for questions requiring a person’s name as an andvagrexample the question
“Who is Tom Cruise married to?” can be answered by botKidman” and “Nicole
Kidman” and this equivalence test deems the two answers to be egpiiviatreasing the
chance that this will be the top answer found by the systedme of the problems with
this approach, however, is its inherent naivety espeguoidilen considering answers which
contain numbers or dates. For example the two anst8ed60 feet” and“three thousand
feet” should be considered equivalent as shéiMdrch the 2nd 2004”"and“02/03/2004”
but the baseline approach does not consider answers sunbsastd be equivalent.

We extend the baseline system to solve some of the more abwma@matches between

1 See Chapter 4 as to why these answers are correct even thoog@rlise and Nicole Kidman are no
longer married to each other.
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Tokenization Answers From Articles Dated Are Answers
Question Method 4th March 2004 1st July 2004 Equivalent
How far did he fall? Normal 3,000 feet three thousand feet No
Intelligent 3000 feet 3000 feet Yes
When did he die? Normal yesterday 3rd of March No
Intelligent 3-Mar-2004 3-Mar-2004 Yes

Table 8.2: Answer comparison using normal and intelligeatahning.

different realizations of the same information by introhgcan intelligent system of tok-
enization. Consider the following two fragments of textatdsing a climbing accident:

Written 4th March 2004:
...he fell 3,000 feet to his death yesterday...

Written 1st July 2004
On the 3rd of March he fell three thousand feet to his death...

Given these two excerpts the questi6Hsw far did he fall?” and“When did he die?”
could be asked. Assuming that the system can extract theeamsothese questions from
the text fragments it should be clear that they will not bestdered equivalent given
the similarity test mentioned above. The extracted answesiag a normal tokenization
method, are shown in Table 8.2. If, however, when tokenifieganswers to apply the
similarity test we take a more intelligent approach and esnaumbers and dates to a
standard format then the similarity test will class the agrsmas equivalent to one another.
The results of this intelligent tokenization approach cko e seen in Table 8.2. For
both example questions this more intelligent approachkenization allows the system
to recognise that the answers are equivalent and hence thdewanked higher as the
frequency of the combined answers is higher than either @nsensidered in isolation.

Note that while numbers are simply converted to a standamknigal format dates are
treated in a much more interesting fashion. Most electrnits have an associated date,
certainly newswire articles are linked to the date on whidytwere written, and this date
can be used to resolve references to dates in the articlehwhitheir own may not fully
define a specific data. For example Table 8.3 shows a selaiftient fragments which
all resolve to 31-Aug-2004.

Extending the baseline’s answer equivalence in this wagsgsystent,, the results of

which are shown in Table 8.1. These results show that themsygerforms better than the
baseline system, significantly so at answer rank 3 or beldws i understandable con-
sidering that the difference between the systems meansihléiple equivalent answers
(which were not deemed equivalent by the baseline systeenp@v grouped together
boosting the frequency of those answers resulting in thamking of the list of answers
produced for a question. While being a sensible approashghinlikely to lead to dra-

2 Parsing of numbers is carried out using ICU for Java from IBM.
http://ibm.com/software/globalization/icu/
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Article Date Text Fragment
30th August 2004 tomorrow
31st August 2004 today

1st September 2004 yesterday

—

- Tuesday the 31st of Augug
- August 31st, 2004

- 2004-08-31
Anytime in 2004 August 31st
Anytime in 2004 the 31st of August

Table 8.3: Different textual expressions of the same date.

matic improvements in@1 over the full test set as it only alters the ranking of numeric
or date based answers.

The baseline system, as has already been stated, worksragtand all the entities of
the type assigned by the question analysis component frerddbuments retrieved by
the document retrieval component. Given this, the only oapments possible are in the
way in which the system groups and ranks ansWwerie ideal approach to ranking and
grouping entities into answers to a question would resuétnraccuracy for the end-to-
end output of the QA system identical to the coverage of treaihents retrieved by the
document retrieval component for those questions whiclewerrectly typed. From the
results of systeny, we can see that even if we consideér5 the system is only capable
of answering 28.60% of the questions (remember this is arlbeend on the accuracy of
the system due to the strict evaluation metric, as desciib&hapter 3, which requires
not only a correct answer but an answer linked to a known stipgadocument).

While systemS, has an improved grouping and ranking approach to the baselsstill
very simplistic givinga@1 of 17.79%. The ranking function used by both the baseline
andJS, is simply the frequency of occurrence of the answer witheadbcuments. While
this is a reasonable ranking algorithm, based upon the gggamthat a correct answer
will appear more frequently than other entities of the saype within answer bearing
documents, it does not take into account any other link betviiee question and a given
entity of the correct type appearing within the documenisdprocessed.

In passages longer than a sentence in length there is nogeathat the entity currently
being considered as a possible answer to the question iy iwayrelated to the words
or phrases which caused the passage to be retrieved by thedotretrieval component.
It could well be that the entity being considered as an answares from a sentence
which has nothing at all to do with the question. For instanc narrative organised as
a timeline each sentence may refer to a different momentria,tso for a question about
when something occurred the answer will be in the same semtesithe event. Any dates
in other sentences are completely irrelevant. For instatamiment APW19990809.0178
entitled Today in Historylists interesting events which took place on August the 10th
From this document a passage retrieval system could extraébllowing:

3 Clearly improvements in both question classification antityenecognition would also improve the
performance but we are assuming, for the sake of comparikanhthe rules and resources used are
fixed across the systems evaluated.
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In 1809, Ecuador struck its first blow for independence frqraif.

In 1821, Missouri became the 24th state.

In 1874, Herbert Clark Hoover, the 31st president of the BaiStates, was
born in West Branch, lowa.

In 1885, Leo Daft opened America’s first commercially opedaglectric
streetcar, in Baltimore.

If systemS, was asked to answer the questivvihen did Missouri become a state2is-

ing only the above passage then there are four entities eXpected answer type, any of
which could in theory be the answer to the question. Clearly 821 is a correct answer

to the question but systes} is unable to distinguish between the four dates. There are a
number of possible approaches that could be taken to im@ystems, to have a better
understanding of the relationships between the entitiegketorrect type and the ques-
tion including complex approaches such as logical reagpaliout the semantics of the
question and possible answer sentences (this kind of agipreas mentioned in Chapter
5). Unfortunately, these approaches by their very nature te be time consuming and
not necessarily suited to real-time question answering.

A simple approach which allows the answer extraction corepoto link the possible
answer entities with the question involves taking into atddhe occurrence of the ques-
tion words in the sentence containing the answer entityaiGlehe more question words
(ignoring stopwords) that appear in a sentence contaimrenéty of the correct type the
higher the likelihood that the entity is in fact the correaswaer. This is the approach
used to expand systeffj to create systerfi;. Given that a unique answerto questionry
has occurred’, times within the retrieved documents, with the instancel tiseletermine
the supported document occurring in senteny¢ben the answer is scored using Equation
8.1:
lg N s|
lq]

The results of evaluating systesj in Table 8.1 are encouraging as they show a marked
improvement over both the baseline and syste&yfn Remember that no new answers
can be found by this system only the ranking and selectiorupparting documents
can be improved and so even a small improvement is promisidgaa improvement of
approximately 11% over the baseline system is statisyisaiinificant (see Section 3.3).

score(a,q,s) = C, X (8.1)

Whilst the end-to-end performance of QA systems is usually concerned with the
exact answer and a supporting document identifier, realdV@A systems will need to
supply simpler justification for each answer than a full doeat. One easy way, given
the systems described in this section, would be to returséhéence used to determine
the supporting document as justification for the answer.oduahately examining these
sentences shows that in many cases sentences do not cordaghgustification for the
sentence to be unambiguous leaving it unclear whether aheanswer is actually cor-
rect. The problem is usually due to the fact that while theneemss in the sentence so are
unresolved anaphora leaving it unclear if the sentencemstgine answer when viewed in
isolation. A clever approach to this problem would be to perf coreference resolution
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to resolve the anaphora in the document and then as well estisgl the sentence con-
taining the answer entity also select the sentences whictaicothe antecedents to any
anaphora in the sentence which would hopefully result inath&wver bearing sentence
being unambiguous. However, as has been previously meutiparforming coreference
resolution can be a time consuming task and so a simpler apipiis called for.

The approach taken by the systénis to calculate the overlap between the question and
answer sentence as well as between the question and a sésaigpacontaining both the
answer sentence and the preceding sentence, taking ther joisgification if the overlap
is higher. This approach assumes that anaphora can useaigsblved using the previ-
ous sentence (the same assumption taken by most corefengploeations to reduce the
search space, although Mitkov (1995) reports that antetedave been found up to 17
sentences away from the corresponding anaphor) and thensystly uses the previous
sentence if the overlap is increased, which increases thecehof both the anaphor be-
ing resolved and of the justification being unambiguous. @ifrse this approach is not
restricted to only extending the snippet so as to resolvelsimnaphora as the follow-
ing answer to the questioiVhat country was formed in 1948?(taken from document
APW19980915.0380) illustrates:

When the state was formed in 1948, it had 806,000 residémnigration
has fuelled much dfrael’s population growth, with some 2.7 million people
arriving in the nation’s 50-year history.

Both systemS; and S, return the second sentence containing the correct ansvike to
guestion, Israel. Only,, however, returns the first sentence which makes it cledr tha
Israel is indeed the correct answer to the question. As wedtaviding better justification
this affects the ranking of answers as the overlap betweersipporting sentence (or
snippet when expanded)s part of Equation 8.1 which is used to rank the exact answers
The results of extending the approach to give sys$german be seen in Table 8.1.

It is clear from the results in Table 8.1 that the final sentatyfpe extraction system sig-
nificantly out performs the baseline system and shows a rdanikgrovement over system
Ss3, which does not attempt to expand the justification text soikee dangling anaphora,
especially when the top 5 answers are considered. It shbaldever, be remembered
that the evaluation of the systems only considers the answiee context of the full sup-
porting document and not the justification text extractednfthe document. This means
that while there is little difference in the extraction aatking of exact answers (the task
being evaluated) the improvements come in what is displayée user of the systems.
In other words systerfi, is more likely to provide unambiguous justification of an &xa
answer than systeisy while requiring little in the way of extra processing.

While the S, answer extraction component only achieveses@i of 20.94% it is im-

portant to remember that users of real-world QA systems avptdbably be happy with
a system which returned 5 or 10 answers along with justiboatiMost users of web
search engines prefer a relevant document within the figgt paresults, which for most
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search engines means 10 documents. Consideringdhgerformance 34.36% i, is
therefore a fairer measure of the use of this component nilreal-world QA system.
We should remember of course that the answer extraction aoem is limited by the
performance of the document retrieval component. In thegerenents the coverage of
the documents passed to the answer extraction componehheate the upper bound
on the performance df,, is 51.35% (see Figure 7.2 on page 76). Given this the answer
extraction component returns a correct exact answer afiqodi for approximately 40%
of the test questions that it can be expected to answer amhsed correct answer within
the first five answers for approximately 67% of the questiorsese results tell us two
important things. Firstly that given good input (i.e. ansWwearing documents) this rel-
atively straight forward method of answering questiondgrers well. Secondly that a
good document retrieval component is vital for good eneéd-QA performance.

8.1.2 Dynamically Expanding the Answer Type Hierarchy

The main problem with this semantic type extraction appno@cquestion answering
is the number of questions which are assignedUBRNOWN type, i.e. questions for
which the system cannot determine the expected answer typsadoes not attempt to
answer. Clearly the answer type hierarchy could be extettdeal/er new answer types as
detection systems are developed for new semantic catesgésean intermediate strategy,
however, it is possible to dynamically modify the answeretyyerarchy using WordNet
to increase the questions which can be successfully cledsifid possibly answered.

This addition to the system works by attempting to deterntiveesemantic type of the
word or phrase in a question which specifies the type of ebéitgg sought. For example
the questiorfWhat grapes are used in making wine® clearly asking for the names of
grape varieties. Assuming that the system can correcthlaebgrapefrom the question
then the system can insert grape as a top level entry in artgperhierarchy. As was
stated in Chapter 6 the answer type hierarchy is constristiess to cover only those
types which the answer extraction component can locateatéxt. Given this the system
needs a way to locate, in this instance, grape varietieemtixt. This extension to the
semantic type extraction approach uses WordNet to consriist of all known grape
varieties by extracting the hyponyms of WordNet's grapeiest This list can then be
used to tag all the grape varieties in the texts retrievedbyptevious component of the
QA system.

When combined with the standard answer type hierarchy airEi@.1 this extension
adds only five new nodes to the hierarchy for the questioma fFfREC 2002. Of these
five questions WordNet contains correct answers to two ahtheth of which are cor-
rectly answered by the QA system (although one answer isigiseinsupported because
the supporting document was not previously known to congagorrect answer to the
question). For example the questiBiWhat galaxy is closest to the milky way?ivas
not assigned a type by the question classification schenadetkein Section 6.1.1 but is
suitable for answering via WordNet. The system, using a Séildand crafted regular
expressions, can correctly determine that in this exanm@ehswer should be a galaxy.
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Using WordNet to determine possible answers of tgpkaxygives;spiral galaxy, spiral
nebula, Andromeda galaxy, Great Attractor, Magellanic @lopLarge Magellanic Cloud
and Small Magellanic Cloud Any occurrence of these entities within the retrieved doc-
uments is then tagged as tygalaxy allowing the semantic type extraction system to
proceed as normal and correctly respond to the question tivthanswerAndromeda
galaxy.

Interestingly a simple approach to answering multiple ca@uestions could be imple-
mented along similar lines. Instead of using WordNet to mheitee the list of possible an-
swers, the answers provided with the question could be usedjtretrieved documents.
Answers could then be extracted and ranked in the same masmweth the answers to
any question found using the standard semantic extragtiproach.

8.2 Generalised Surface Matching Text Patterns

One of the main issues surrounding the semantic type exiragpproach to answer ex-
traction which the final system presented in Section 8.Ingited to solve was that no
specific link is made between entities of the correct type thedquestion being asked.
This section presents an approach to answer extractiorhvatiempts to learn patterns
describing how correct answers to specific question typessdated to the main question
term. Patterns are acquired from the surface structurexbétel do not include syntactic
or deep semantic information.

The most significant component of this approach to answeaen is the acquisition

of surface matching text patterns using a set of questieswanpairs. The following

sections describe how such patterns can be acquired andhsywcén then be used
to find possible answers to previously unseen questionsholld be noted that this
approach was motivated by the surprising performance ofméasi system reported by
Soubbotin and Soubbotin (2001) as well as the need to extepdafic implementation

(Ravichandran and Hovy, 2002) to handle more complex ansxedisations.

8.2.1 Learning Pattern Sets

A different pattern set is required for each different gisestype the system is required
to answer. Learning generalised surface matching tex¢petis a two stage process of
acquisition and analysis. The easiest way to describe bages of the process is though
an example. For easy comparison with the work of other rebeas (Soubbotin and
Soubbotin, 2001; Ravichandran and Hovy, 2002) the exafiWgleen was X born?”is
used. For this example the acquisition algorithm works Hevis:

1. A collection of twenty example questions, of the corrgpiet and their associated
answers is assembled.

2. For each example question a pair consisting of the queatiol answer terms is
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produced. For example “Abraham Lincoln” —“1809".

3. For each example the question and answer terms are seddrtottGoogle, as a
single query, and the top 10 documents are downlcaded

4. Each retrieved document then has the question term explayg the single token
AnCHoR

5. Depending upon the question type other replacementianenade. In this exam-
ple all dates, locations, organisations and person nameggplaced by representa-
tive tagsDatE , LocatioN , OrganizatioN  andPersoN . For other question types
differing entities may be replaced by tags. If any of theggs t&eplace text which
contains the answer term then a compound tag, sugh@®/eRDatEis assigned.

6. Any remaining instances of the answer term are then reglagAnSWeR

7. Sentence boundaries are determined and those sentdricksantain botiAnCHoR
andAnSWeRare retained.

8. A sulffix tree (Ukkonen, 1995) is constructed using theimeth sentences and all
repeated substrings containing batiCHoRandAnSWeRand which do not span a
sentence boundary are extracted.

This produces a set of patterns, which are specific to thetiqnagpe. Continuing with
the example ofWhen was X born?”a selection of patterns produced by this process are:

from AnCHoR ( AnSWeRDatE - DatE )
AnCHoR , AnSWeRDatE -

- AnCHoR ( AnSWeRDatE

from AnCHoR ( AnSWeRDatE -

Unfortunately these patterns contain no information altmyt accurate they are when
used to answer unseen questions, so the second stage arthlygmtterns, removing
those which are of little value in answering unseen questidime analysis algorithm is
then as follows:

1. A second set of twenty question-answer pairs are cotlestel each question is
submitted to Google and the top ten documents are downloaded

2. Within each document the question term is replacedrisyHoR

3. The same replacements as carried out in step 5 of the @amuishase are also
performed on the document in this stage and a table is catstrof the inserted
tags and the text they replace.

4 The documents are actually downloaded from Google’s caclyearantee that the version of the page
indexed by Google and not a more recent revision is used.
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Pattern Precision
AnCHoR \( (Datk) - DatE \) 0.909
AnCHoR \( (DatE) - 0.909
AnCHoR \( (DatE 0.738
AnCHoR (DatkE) - DatE 0.700

Table 8.4: Analysed patterns for questions of the féWen was X born?”

4. Each of the previously generated patterns is convertacgtandard regular expres-
sion designed to capture the answer text, giving expressioch as:

from AnCHoR \( (DatE) - DatE \)
AnCHoR , (DatE) -
- AnCHoR \( (DatE)
from AnCHoR \( (DatE) -
AnCHoR , (DatE) -

These expressions allow us to easily retrieve the singlentakhichAnSWeR(or
one of its extended forms such&sSWeRDath, in the original pattern would have
matched against.

5. Each of the previously generated patterns is then matapanhst each sentence
containing theAnCHoRtag. Along with each patter®, two counts are maintained:
CF which counts the total number of times the pattern has redtelyainst the text
andC?!, which counts the number of matches which had the correetemns a tag
which expanded to the correct answer as the text extractduelpyattern.

6. After a pattern/’, has been matched against all the sentendg$ if less than five
it is discarded. The remaining patterns are assigned aspwacscore calculated
asCrICP. If the pattern’s precision is less than or equal to 0.1 thds also
discardeé.

Using this method to produce analysed patterns for the iquestpe “When was X
born?” gives patterns such as those in Table 8.4, which can now lidoitecate answers
to unseen questions.

This approach to acquiring patterns has been used to prguutan sets to answer the
following types of questionWhat is the abbreviation for X®hen was X born2Vhat is
the capital of X?What country is X the capital of¥hen did X dieWhat does X stand
for?

In all of these pattern sets the names of people and orgamzaas well as dates and
locations are replaced by associated tags. The patterorsgidstions of the forf\What
does X stand for?'also involves replacing noun chunks with the tégunChunkK.

This implementation differs from those previously repdr{&oubbotin and Soubbotin,
2001; Ravichandran and Hovy, 2002) in that it specificalldradses the problem of

5 These cut-off values were adopted based on empirical obis@ng made during development.
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overly specific patterns (we originally discussed this ingéhwood and Gaizauskas,
2003)). The problem with the original approach was that dhly question and an-
swer terms were generalised by being replaced by représentags. This meant that
for question types were it was likely that question specifozdg could appear between
the question and answer term it would be difficult to acquseful extraction patterns.
More generally any acquired pattern mgsnsist of three components 1) theCHoR
tag (which gets initialised as the question-specific angi2)theAnSweRegular expres-
sion, and 3) literal text occurring between 1) and 2). In thgioal descriptions of this
approach component 3) could not be generalised, i.e. cailbena regular expression
containing meta-characters, and hence it could only maseif.i So while generalised
patterns could be acquired to extract the date of birth ftbrozart (1756-1791) was a
musical genius’it was not possible to acquire a general pattern which coxiichet the
date of death due to the specific date of birth appearing leetWwéozart and 1791. By
extending the basic approach to give the algorithm detaiedis section we allow not
only the question and answer terms to be generalised bubtiilso semantic entities such
as dates which allow general patterns to be acquired fogaraange of questions.

The relatively small number of pattern sets produced usirggnhethod is not due to any
failings or shortcomings of the approach but is solely duéatime required to generate
the training data. Each pattern set requires data to bectedldor 40 separate examples
(plus examples for evaluation purposes). Generating teesmples is time consuming
and limits the applicability of this approach.

8.2.2 Pattern-Based Answer Extraction

One of the problems with the use of pattern sets for QA is deteng which set to use
to answer a given question. The answer type hierarchy ofr&igul does not contain
nodes for specific question types but rather for answer typas means, for instance,
that while date is a member of the hierarchy, date of birthots it would not in fact
make sense to include specific question types in the higrashhis would result in an
extremely large and unwieldy hierarchy. A simpler appro&cto define a set of rules
(in this instance regular expressions) that both matchnagagjuestions which a given
pattern set can answer and can extractAh€HoRterm from the questions as required
by the approach. If the selected pattern set cannot locgtaraswers then the standard
answer type hierarchy can be employed to determine the t&ganswer type and extract
entities of the correct type. For example with questionsraskwhen someone was born,
rules which match and extract tA@CHoRfrom the following formulations are required:

When was\nCHoR born?

What year wag\nCHoR born?
What date wagnCHoR born?

In which year wasinCHoR born?

AnCHoRwas born in which year?
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Pattern Set % Correct | % Wrong | % Unanswered
What is the abbreviation for X? 78 7 15
When was X born? 60 8 32
What is the capital of X? 29 61 10
What country is X the capital ofp 55 40 5
When did X die? 54 1 45
What does X stand for? 21 30 49
Average 49.5% 24.5% 26.0%

Table 8.5: Evaluation of the individual pattern sets.

* On what date wasnCHoR born?

The matching rules associated with each acquired pattearese@pplied to unseen ques-
tions, in no particular order, until a match is found or ualilthe sets have been exhausted.
If the question is matched by a rule then greCHoRis extracted ready for use in answer-
ing the question. Using a pattern set to find answers to aiquastextremely simple.
Each document retrieved by the IR component of the QA systepra-processed by
replacing the question term B3nhCHoRand then any other associated replacements are
made (the same as in step 5 of the acquisition phase).

Each pattern within the set is then matched against therssgeontainingnCHoRand
for each successful match the token captured by the expregsi if the token is a tag
then the text the tag replaced) is stored along with the gi@tiof the pattern. When all
the patterns have been applied to all the sentences any i@nsWieh have been located
are grouped together, using the same approach as emplogexfpanswers found using
the semantic type extraction method (see Section 8.1). i$wex groups are then ranked
based upon the accuracy of the best acquired pattern tteetbthe answers within the

group.

8.2.3 Pattern Set Accuracy

Each analysed pattern set was evaluated over one hundreeiruesamples with relevant
documents being downloaded from the Internet via Google.rébults of this evaluation,
which can be seen in Table 8.5, show that although some ofatterp sets perform well
returning very few wrong answers others, such as those fwenng‘What does X stand
for?”, perform poorly.

One of the reasons for the poor performance of some pattéesnssihe number of very
general rules which are acquired by this method. For instéme pattern set acquired for
guestions of the formMWhat is the capital of X?”include the very general patterof
AnCHoR AnSWeRClearly such a pattern will match against a large numbeetesices
not all of which will extract a country or state or even a moeagral location instance.
This is illustrated by the fact that the precision of thisteat is only 18%. While one
approach would be to insist that the text extracted as ansagethe correct semantic type
this is not always feasible. For instance what is the semayyie of an abbreviation?
How would a system know that NASA is an abbreviation and nobamal word? It
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may be that using more example question-answer pairs dilnénigarning process would
produce more high quality patterns which would be used firgmanswering questions.

The main drawback to this approach, and the reason thatntiyrianly six pattern sets
have been acquired, is the number of question-answer padisred for the learning
method to acquire reasonable surface matching patternguiftey a large number of
example question-answer pairs as training data poses twaepns. Firstly collecting
the training data is a time consuming task. For some quesfjoes lists or databases
populated with the question-answer pairs may already b#abla (for instance there
are many web sites that list the dates of birth and death fooés people which can
be easily mined includingtp:/mww.famousbirthdays.com ) but for most question types
the question-answer pairs will have to be manually coll&ctehe second problem lim-
iting the more widespread use of surface matching text pettes that many relevant
documents are required for each question-answer pair adghally means that closed
collections are not suitable for use with the learning atpar. Instead the patterns have
to be acquired from the web — for almost every question-anpaieimaginable there will
be at least one relevant page on the Internet. This is anasstire writing style can differ
dramatically from general interest pages available onrlterhet to the newswire articles
usually found in closed collections. This means that whilme of the acquired pattern
sets perform well when used to answer questions from the nasbgerform poorly when
used against collections such agUWaINT. For instance while the average accuracy of
the six pattern sets shown in Table 8.5 is 49.5% this dropslp@&1% (2/33) when the
same sets are used to answer appropriate questions fronREE Z002 test set.

The pattern acquisition method detailed in Section 8.2€k wpiestion-answer pairs to
learn the surface text which often links them together. As &leeady been mentioned
this requires a large amount of hand collected training ¢ta&a question-answer pairs)
making it a time consuming and expensive approach. Thenalige is to attempt to
learn new patterns starting from a pattern known to be udefuhe task. For example,
Yangarber et al. (2000) present an unsupervised methotidatiscovery of information
extraction (IE) patterns. This approach allows the disgpeésubject-verb-object (SVO)
patterns which are relevant to a specific IR task, such asgeamant succession. Starting
from a small set of seed patterns, suchC&8MPANY -appoint-PERSON, the method
acquires other patterns which commonly co-occur with thesl qgatterns and hence are
likely to also be relevant. While this does not lead to a catelE system (without
manual intervention) it does allow relevant documents witghcorpus to be identified. In
a similar way Stevenson and Greenwood (2005) present anagipto discovering SVO
patterns based on semantic similarity to the seed pattdrhese methods could allow
a system to learn patterns for specific answer types from # saradful of examples.
For example the question typ®/ho discovered. OCATI ON?” can be represented using
the subject-verb-object triplPERSON-discover-LOCATION . One of the previously
mentioned algorithms could then be used to determine otimelas patterns which also
encode answers to the question, sucRBERSON-discover-CHEMICAL _[ELEMENT
Clearly these approaches would have to be extended beyer8M@ representation (see
Sudo et al. (2003) for one possible way of extending the ssrtion) to allow question
types such a8Vhen was X born?"to be answered using patterns learnt in such a way.
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8.3 Answer Extraction Limitations

Ignoring errors introduced by previous components of a Q#&ey (incorrect question
analysis or no relevant documents retrieved) there are dauai limitations common to
both answer extraction components described in this chapte

8.3.1 Semantic Type Recognition

Both approaches to answer extraction described in thistehaply on semantic type
recognition. The semantic type extraction component céyexiract answers that have
been recognised in free text and so the performance of theotxin component is directly
linked to the performance of the semantic type recognisére Jurface matching text
patterns may contain generalised labels which match agaensantic entities recognised
in the text (for example the patterns may cont@ate labels which match dates in the
relevant documents).

Whilst the semantic type recogniser is therefore of criifitgportance to the performance
of the answer extraction components it is difficult to det@erthe precision of the se-
mantic type recogniser used in these experiments. Whilepaed evaluation sets are
available for named entity recognition they usually onlgleate a small number of types.
For instance the MUC named entity evaluations (Chinchd8)@nly consider: person,
location, organization, date, time, money, and percent.

The semantic type recogniser used throughout this thebesisd upon the gazetteer and
named entity (NE) components of the ANNIE system distridwtéth the GATE frame-
work (Cunningham et al., 2002). The ANNIE NE system achieve$-measure of ap-
proximately 90% on newswire texts (Maynard et al., 2003)iie MUC semantic types.
This is a good basis for the extended system, which coveth@bemantic types in the
answer type hierarchy on page 55, and which is used by thergentgpe extraction
component of Section 8.1.

While no performance figures are given for the extended NEegysit should be noted
that the additions to the basic ANNIE system were made with sa as not to degrade
the performance of the system over the MUC semantic types.

In essence if the semantic type recogniser is unable to nes®gn entity in free text then
the answer extraction components will not be able to usertig/deither as an answer
or as context in a surface matching text pattern) and hemcpetiormance of the answer
extraction components is likely to suffer.

8.3.2 Questions With No Known Answers

It is possible that a question could be asked for which theah@nt collection being used
does not contain a correct answer. This can happen fregueitti closed document
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questions with no known answey

collections, such as @UAINT. Questions can be specifically engineered to have no an-
swer in a closed document collection by asking about an emenirring after the date

of the last document in the collection (for th@BAINT collection any question concern-
ing events occurring after the 30th of September 2000 willjbaranteed not to have an
answer in the collection). Neither of the approaches to angxtraction detailed in this
chapter explicitly handles such questions. While the aggites can fail to find an answer
to a question (and hence retwin.) they cannot, having found a set of possible answers,
determine that none of them are correct.

For example, the semantic type extraction component deltait the beginning of this
chapter scores answers using Equation 8.1 and plottingihweea score for the first an-
swer returned for all the questions used in the TREC 2002 uations gives Figure
8.1. This question set contains 32 questions for which tleen® known answer in the
AQUAINT collection but for which the answer extraction componetineed a nornIL
answer. While it would appear from Figure 8.1 that answergmed for questions with-
out a known answer have relatively low scores they are withexsame range as the
scores for the majority of correct answers to questionss $hggests that while the an-
swer scoring function may be able to rank a correct answeregingorrect answers to the
same question it would be inadvisable to compare the schmmsswvers across different
guestions in an attempt to determine if a question has necoanswer.

8.4 Summary

This chapter has introduced two approaches to answer ggtrasemantic type extrac-
tion and surface matching text patterns.

Our approach to semantic type extraction works by extrgalhentities of the expected
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answer type from the retrieved documents. The extractadexrssare then grouped to re-
move duplicate answers and a ranking algorithm is then egppdi select the most likely
answer. The expected answer type is determined using theaityanonstructed question
classifier introduced in Section 6.1. This means that ongstjans for which the answer
type falls within the hierarchy on page 55 can be answered.irieduced a number
of techniques for determining the similarity between answecluding converting num-
bers and dates to a common format for more accurate compafsmandidate answers.
Candidate answers are then ranked based on their frequérmmmcuarrence within the
retrieved documents and the overlap between the questobthansentence the answer
appears in. This gives a ranking algorithm which uses twtufea previously shown to
be good guides to answer selection (Light et al., 2001). @&poach allows the system
to return a single correct answer to approximately 20% ofjtestions (this increases to
approximately 35% if the first five answers are considered).

The surface matching text patterns were inspired by eafproaches (Soubbotin and
Soubbotin, 2001; Ravichandran and Hovy, 2002), which wdhiewing promise appeared
to suffer from a lack of generality. That is, question-sfiedetails could remain in the
acquired patterns reducing their applicability to unseeestjons. Our approach avoids
this problem by allowing a number of semantic generalisatiuring pattern acquisition.
While the patterns can be effective at retrieving corresinars (a correct answers is re-
turned for 78% of théWhat is the abbreviation for X"5tyle questions) they suffer from
two problems that limit their applicability. Firstly thegquire a large amount of training
data to produce and secondly their performance appeargtadkequite significantly if
they are used over text of a different style than that fromclwhihey were acquired. The
main benefit of this approach is that when a pattern selecamsuver, in most cases that
answer is likely to be correct (average precision of appnately 60%) although there
are many questions for which no answer is found (averagd magpproximately 50%).

Combined these two approaches allow a large number of thgtestions to be attempted
and an above average number to be correctly answered (sem@gjk). This is because
the surface matching text patterns can be used first (higtisiwa but low recall) and if
they fail to find an answer then the semantic extraction carapbcan be used instead.
This is in fact the approach employed in AnswerFinder, a wasetd QA system intro-
duced in the following chapter.

It should be noted that both the semantic type extractionsam@ce matching text pat-
tern approaches to QA are similar in idea to semantic anpatate. assigning semantic
category labels to a wider range of phenomena than just namigtes. For example,
Guthrie et al. (2003) developed a number of approaches tarsgrannotation, with a
coarse (25 category) hierarchy of types derived from LDOR#©¢ter, 1978), in order to
overcome the data sparseness problem associated with Béaskis. Their aim was sim-
ilar to the surface matching text patterns in that using sgimannotations allows both the
sentences$The IRA bombed a family owned shop in Belfast yesterdayd“FMLN set
off a series of explosions in central Bogota todag'be represented &rganization
Attacked Location Date reducing the data sparseness problem and hence pro-
viding more training data for tasks such as the acquisitfoanformation extraction rules.
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The main difference between their approach and ours is thidtthey use high level an-
notations allowing the labelling of the majority of noung@xt we use narrow categories
which cover only a small set of entities. Categories whickecmnly a small set of very
similar entities are extremely useful in narrowing the skapace for question answering
but tend to result in a large percentage of entities havingmmtation.
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Factoid QA with AnswerFinder

AnswerFinder was originally developed as an interface teaaty version of the semantic
type extraction system detailed in Section 8.1 simply rety as answers, any entities
of the expected type (e.g. for a question sucliVabkere is ..” all locations in the rel-
evant document would be considered as possible answers)aifrhof this system was
to introduce the millions of Internet users to the benefitgudstion answering technol-
ogy (Greenwood, 2004a). Unfortunately there are a wideetyanf questions which this
system could never answer as it simply did not know how to @ggr them (see Section
8.1).

9.1 Underlying QA Technology

The current version of AnswerFindés not a question answering system per se but rather
a framework in which multiple question answering systemstwahosted. The standard
distribution of AnswerFinder currently contains threelsgaestion answering systems:

* the surface matching text patterns detailed in Sectionsth@
 the semantic type extraction system detailed in Sectibn 8.

* anaive system to answer simple translation questiorisasi®Vhat is the Spanish
for ‘pig’?” or “How do you say cat in French?” This system works by extract-
ing the word or phrase and the language from the questiomy asset of regular
expression, translating it using AltaVista’s Babel Fisinslation serviceand then
looking for documents which contain the word or phrase imbabguages.

Together these three systems answer a wider range of quethian the original imple-
mentation and as the question answering API is freely availasers can now easily

! Freely available fronhttp://www.dcs.shef.ac.uk/ ~mark/phd/software/
2 http://babelfish.altavista.com
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develop their own question answering systems to furtheerekthe range of questions
which AnswerFinder can answer.

The order in which the QA systems are used can be altered byserebut by default
they are consulted in the order given above. This orderingésl because if the surface
matching text patterns find an answer (not guaranteed)ikelylto be correct while the
semantic type extraction system is likely to always find aswaer but with less certainty
that it will be correct. The hosted QA systems are consultetliin to see if they are
able to process a given question. Once a system states tlaat @nswer a question then
it is asked to return a list of answers using a specified seamgime to locate relevant
document Currently relevant documents (or snippets if the usergpsifare located
and downloaded from the web using the Google Web API.

As each QA system can return multiple answers to a questimhAaswerFinder can be
configured to display between one and ten answers to a gnegtisould be useful to
also display the level of confidence the system has in eadtegfroposed answers. While
this is calculated by the separate QA systems hosted ingsideérFinder, we will briefly
explain how it is computed for the answer extraction comptsdetailed in Chapter 8.

For answers produced by the surface matching text patteensdnfidence assigned to
each answer is simply the highest precision (converted tereeptage) of the patterns
which located the answer. The precision of a surface majdieixt pattern is determined
using twenty questions (not used to acquire the patternshjglanalyse of the pattern
prior to its use. Pattern analysis is discussed in Sectidil 8The precision of a pattern
is an accurate measure of the ability of the pattern to selectrrect answer to a given
guestion and is therefore a suitable confidence measure.

Calculating a confidence level for the semantic type extvtacdystem of Section 8.1 is
more complex than for the surface matching text patternslsithe equation (Equation
8.1) used to score answers is an effective ranking measuaaswers to a single question
(see discussion in Section 8.3.2) it is unable to distifgo@rect answers across multiple
guestions. As such it cannot be used directly as a confideresume. The best answers
are assumed to be those which not only occur frequently imdleant documents but
do so in at least one sentence which has a large overlap vatguéstion. The score of
an answer can therefore be mapped to a percentage confidence usingdfg84l in
which F' is the frequency of the most frequently occurring answeltttierquestion and
score(a) is the score of answeras given by Equation 8.1.

score(a)
F

This equation guarantees that not only will the confidencel ldecrease as more answers
are considered but it also reflects both the frequency andapveomponents of the an-
swer scoring function. The first answer will only have a coarfice of 100% if it is both
the most frequently occurring answer and its supportingptioverlaps 100% with the
guestion.

x 100 (9.1)

confidence(a) =

8 For further technical details séep://www.dcs.shef.ac.uk/ ~mark/phd/software/
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Figure 9.1:

AnswerFinder: an open-domain factoid questitswering system.

9.2 User Interface

AnswerFinder’s user interface, which can be seen in Figutewas designed to make

it as easy as possible for an average computer user, famittameb browsers, to make
use of the question answering technology detailed in PafitHis thesis. The application

uses a multi-document interface to allow the user to ask nousequestions at the same
time and each window consists of an area for the user to tygiedbestion and an area

in which to display any possible answers.

As well as providing both the isolated answer and the coritexthich it occurs An-

swerFinder will, where appropriate and available, providks to extra resources that

expand upon the answers given to the question, this cuyrierciudes:

+ Biographies of the people listed as answers to a question.
http://www.infoplease.com/people.htmi

@ Maps of the locations given as answers to a question.
http://www.multimap.com

2 Weather forecasts for the locations listed as answers testign

http://weather.

yahoo.com
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While it would be preferable to display these resourcesiwinswerFinder along with
the associated answers this is not currently possible ddeetéterms of service of the
websites from which the information is collected.

9.3 Comparisons with other Web Based QA Systems

The idea of building an easily accessible question ansgyesgistem which uses the web as
a document collection is not new. Unfortunately it is diffido determine the first system
of this kind due mainly to the fact that the authors of manyteays claim to have been
the first to develop and make public such a system. All of tisgstems are accessed via
a web browser and unlike AnswerFinder involve no clienesdftware (although client-
side software is not an issue if the popularity of Googletshar is any indication). Their
aim, however, is the same — to go beyond standard documeievedt In the remainder
of this section we will compare a number of these systems sw&nFinder.

The consistently best performing system at TREC (Moldoviaal.e 1999; Harabagiu
et al., 2000; Harabagiu et al., 2001; Moldovan et al., 2002nE the backbone of the
PowerAnswer system from Language ComptitErom a user’s point of view the system
is similar to AnswerFinder in that the full question is giverthe system and then answers
are displayed. The difference is that the answers are veghminat you would expect
from a search engine in that each answer is a sentence antempais made to cluster
(or remove) sentences which contain the same answer. Thisstleat the user still has to
read the sentences to locate the answer to their questi@isBtrange given that fact that
at TREC the underlying technology has been shown to be hagtdyrate (approximately
85%) even when returning only a single exact answer (Mold@taal., 2002).

A system called AnswerBagZheng, 2002) behaves in much the same way as PowerAn-
swer, returning full sentences containing duplicated amswThe reason for mentioning

it here is that the questions can be given to the system iardithglish, French, Spanish,
German, Italian or Portuguese with the system automaficatermining the language,
although answers are only given in English. It is claimed thaswerBus can correctly
answer 70.5% of the TREC 8 question set although we believ@dnformance would
decrease if exact answers were being evaluated as expeonétice TREC evaluations
has shown this to be a harder task than locating answer lgeseimiences.

Much closer to AnswerFinder is a system called NSifem the University of Michigan.
NSIR uses a standard search engine to locate relevant datsimest as AnswerFinder
does, and returns ranked exact answers. Unfortunatelymextas provided along with
the answers so a user still has to read the original docuroestrify that a given answer
is correct. The system was entered into the TREC 2002 evatu@®i et al., 2002) and
correctly answered 24.2% of the questions (this includesdlmarked as inexact or not

4 http://ww.languagecomputer.com/demos/
5 http://misshoover.si.umich.edu/ ~zzheng/qa-new/
6 http://tangra.si.umich.edu/clair/NSIR/NSIR.cgi
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Figure 9.2: Comparison of AnswerBusAnswerFindel, IONAUT +, and PowerAnswex.

supported) which is comparable to the 25.6% obtained by AnSiwder over the same
test set.

The system most comparable with AnswerFinder, from a uperspective, as it accepts
unstructured natural language questions and returns araeters and supporting snip-
pets iSIONAUT’ (Abney et al., 2000).IONAUT uses its own crawler to index the web
with specific focus on entities and the relationships bebhatbem in order to provide a
richer base for answering questions than the unstructusedndents returned by stan-
dard search engines. The system returns both exact answeessippets. Unfortunately
the exact answers are not tied to a specific snippet, so ittismmoediately clear which
shippet supports which answer. This problem is compoungetthdy fact that multiple
shippets may support a single answer as no attempt has besd tmaluster/remove
shippets supporting the same answer.

We believe that AnswerFinder, by supplying both exact answaed supporting snippets,
is closer to what users would expect of question answeristesys then the other web
based QA systems we have evaluated — although the actuahpearice of some of the
systems (notably PowerAnswer) far outstrip that of Answeater over the TREC test
sets.

In a brief experiment to determine the relative performanicthe available online QA
systems we put the fifty questions used to evaluate web seagihes in Section 7.2 to
AnswerBus, AnswerFinderpNAUT and PowerAnswér

7 http://www.ionaut.com:8400

8 The questions were presented to the four systems on the ssynwithin as short a period of time as
was possible, so that the underlying document collectiothis case the web, would be relatively static
and hence no system would benefit from subtle changes in titertioof the collection. Note also that
this is a single informant evaluation performed by the autho
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Firstly we should make it clear that this comparison is #elitinfair, as two of the sys-
tems, AnswerFinder anebNAUT, return exact answers with supporting snippets while
AnswerBus and PowerAnswer perform the easier task of rietyr@nswer bearing sen-
tences. Given this, however, it should be clear from thelt®su Figure 9.2 that An-
swerFinder performs exceptionally well over this small gletjuestions out-performing
all but PowerAnswer which is only providing relevant seres On the other hand this
suggests that AnswerBus is actually performing quite badlit is performing poorly in
comparison to AnswerFinder (and PowerAnswer) and is alépattempting the easier
task of retrieving relevant sentences.

It should be noted that due to the small number of test questias difficult to draw firm
conclusions from these experiments. The results are eagimgy, however, given that the
average performance of systems evaluated as part of the &gk &t TREC 2002 was
only 22%, i.e. only 22% of the questions were correctly amsd@t rank one, hence both
AnswerFinder and PowerAnswer have a performance well abosage.
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Introduction to Definitional QA

Certain types of question cannot be answered by a singld exagver. For example
questions such &8Vhat is aspirin?” and“Who is Aaron Copland?”do not have a single
short answer. Answers to such questions should resembiesit encyclopaedias or
biographical dictionaries telling the user all the impattaformation about the subject
of the question. This type of question is usually referredg@ definition question.

While definition questions can be natural language questioare are only a few ways
in which they can phrased and most are of the foWitho/What is/was X?” In these
questionsX is thedefiniendunoften referred to as the ‘target’ of the question and is the
thing, be it person, organization, object or event, whiadker is asking the system to
define.

Embedding the target in a question seems atrtificial. Useedeatronic encyclopaedias
would not expect to have to enter a full question to find arclertbut would usually
enter just the name of the thing they were interested in. &\hibre natural to the user it
actually complicates the problem for researchers desjgaefinitional QA systems. With
full questions it is easier to discern if the target is a per@osome other entity allowing a
definition for a person to be constructed differently to #hfis an organization or generic
name, such as aspirin. By taking only the target as inpuétisemo obvious sign of what
type of thing the target is (i.e. no words likeho) and as such all targets are likely to
be treated the same. The research into answering definitiestigns presented in the
following chapters will assume that the input to the systeithbe just a target which is
not embedded in a question.

As currently the only accepted test sets for definitionaktjoa answering are those used
in the TREC evaluations (from 2003 onwards) we will assuneedhme scenario for
guiding the production of a definition (Voorhees, 2003b):

The questioner is an adult, a native speaker of English, anthaerage”
reader of US newspapers. In reading an article, the user lvmsecacross a
term that they would like to find out more about. They may hauwgesbasic
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idea of what the term means either from the context of thelar(for exam-
ple, a bandicoot must be a type of animal) or basic backgrckmmiviedge
(Ulysses S. Grant was a US president). They are not expettie idomain of
the target, and therefore are not seeking esoteric details. (not a zoologist
looking to distinguish the different species in genus Pelas).

As detailed in Chapter 3 the currently accepted evaluatiethodology for definitional
guestions focuses on the inclusion in the definition of giweggets of information. For
example when asked to defifiBill Bradley” systems should, according to the TREC
supplied answer key, include in a definition the followingtfa basketball hero, US sena-
tor, presidential candidate, Rhodes scholar, and electdtNBA Hall of Fame. Notice
that this does not include a lot of facts that you would exped full definition of a
person. There is no mention of when or where he was born; ghairhe is a basketball
hero who did he play for; and which state did he represent aS adnator. While the
system and ideas developed in the following chapters wik\muated using the TREC
2003 guestions, answer keys, and evaluation metric it iorapt to remember that the
TREC viewpoint may not accurately represent that of realldvasers. Whilst it may
be preferable to update the answer keys so as to more adguedtect the information
usually contained in encyclopaedia or biographical didiy entries this would result in
evaluations which could not be directly compared with poegily published research.

While definitional question answering systems tend to ad@ahilar structure to systems
designed to answer factoid questions (see Chapter 5) theféenh no equivalent to the
guestion analysis component due to the little informationtained in the question. Any
processing of the question that does take place happenm whign document retrieval

process in an attempt to maintain a useable search spat¢efextraction of information

nuggets.

This chapter briefly outlines the two components of a detindi QA system by way of
examples from the literature. The following two chaptemsntimtroduce our approaches
to document retrieval and nugget extraction for answergfgdional questions.

10.1 Document Retrieval

In many definitional QA systems the document retrieval congmo is responsible for
locating sentences which may contain information pertinethe definition of a target.
Many systems locate relevant sentences by firstly retged@tuments which contain any
of the words in the target. This is guaranteed to find all daasiwhich discuss the target
but will of course find many which have no relation to the targe®r example retrieving
documents in this way when definiddexander Popevill find all those documents which
mention Alexander Pope as well as those talking about theaRoGatholic Pope and
those which mention any other person called Alexander. Abwemof approaches for
selecting only relevant sentences have been proposed.
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Xu et al. (2003) remove irrelevant sentences by selectirg those which contain the
target verbatim or if the target is a person contains thedirdtlast names separated by no
more than three other words. This allows them to select seagecontainingseorge W.
Bushwhen definingGeorge BushThe QUALIFIER system (Yang et al., 2003) works in a
similar fashion although it performs coreference resolutillowing it to also select sen-
tences which refer to the target without explicitly mentranit — very useful for famous
people where often only the surname is used Bush

The DefScriber system by Blair-Goldensohn et al. (2003gsa& totally different ap-
proach to selecting relevant sentences. They used théeareing tool Ripper (Cohen,
1995) to construct a classifier which can automatically ifgnelevant definitional sen-
tences with an accuracy of 81%.

10.2 Nugget Extraction

Whatever the approach to finding relevant sentences thetagéd in most definitional QA
systems is to cluster, rank, and simplify the sentencese®emt a short concise definition.

A number of systems make use of indicative patterns eithseltect highly relevant sen-
tences in their entirety or to extract short phrases of mfion. Gaizauskas et al. (2004)
look for part-of-speech based patterns to determine retdaats about the targets. For
instance the patterhPRARGET, WD VB3 used to extract information about people and
matches phrases such“@aron Copland, who composed.. Xu et al. (2003) uses simi-
lar pattern based approaches as well as considering appesihd copula constructions
to select relevant phrases sucif@gorge Bush, the US President..”

A number of systems (Echihabi et al., 2003; Gaizauskas ge2@D4) have mined clue
words from online bibliographies and dictionaries to allivem to find and highly rank
sentences about the target which contain these words. on@g, Echihabi et al. (2003)
built a list of 6,640 such words which occur at least five tinrebiographies and which
occur more frequently in biographies then standard texis li$t includes terms such as;
Nobel, knighted, studied, travelled, Composer, edited,Rimysicist.

Sentences, or phrases, selected using these (and othexaclpgs are then ranked usually
based upon the features they contain (i.e. the number ofxdugs or the precision of in-
dicative patterns they match). As the current evaluatiotim@ee Section 3.1.3) is based
partly on the size of the resulting definition ranked sengésrare usually clustered and a
single representative example from each cluster is usedilohthe definition. A common
approach to clustering is simply the word overlap betweetesees with Xu et al. (2003)
using a 70% overlap to determine that two sentences coritaisame information and
Gaizauskas et al. (2004) using 50% overlap.
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Document Retrieval

This chapter is concerned with developing a new approaclotoirdent retrieval that
can be used as part of a system for answering definition quisstiThe main problem
faced when performing document retrieval for definition sfiens is the lack of terms
which can be used in an IR query. Unlike factoid questionstvisan contain a number
of relevant terms (for exampl&Vhat is the highest mountain in England?tontains
the words’highest”, “mountain”, and“England”) which can be used to select relevant
documents definition questions consist of just the targdt@tiefinition. So when asked
to define“aspirin” the input to the system will b&aspirin” .

This chapter introduces new ideas for dealing with the lackuery terms when an-
swering definition questions as well as a novel approachdadhng complex definition
targets in a simple yet principled fashion.

11.1 Creating a Suitable IR Query

The document retrieval component is responsible for findehgyvant passages given the
target of the definition (where passages can be of any lengph & single sentence to a
full document depending upon the system used). The majdrigmofacing researchers
when dealing with definition questions is that little or ndoirmation is provided other
than the target itself which makes it difficult to construichrIR queries that will lo-
cate relevant documents. For instance submitting thettalggander Popas two terms
to an IR engine will not only retrieve relevant documents &lsb documents about the
Catholic Pope and other people with the name Alexander &1passages in @QUAINT
are retrieved by such a query). As the system is attemptidigfioe a given target it is
likely that relevant documents will contain the target \anim in the text and so one pos-
sible approach to improving the retrieval and hence theityuafl the resulting passages,
is to use the target as a phrase when searching a text cofi€cé. in a relevant document
both terms must appear next to each other, ignoring stosyard in the same order as
in the query). For a simple example suchAdaxander Popéhis approach has the desired
effect dramatically reducing the number of documentsee#u from the collection while
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retaining those which are actually about the target (onlyp@&sages in AUAINT con-
tain the phraséAlexander Pope”compared to the 31,487 which contain either or both
words).

While this approach has clear benefits for the retrievalestagen dealing with simple ex-
amples, more complex targets, for example those with someddqualification, usually
do not appear verbatim in the texts. For example the tdRjetn biology” when treated
as a phrase does not appear in any of the documents withingbeIlAT collection. In
fact of the 43 multi-word targets from the TREC 2003 questehonly 36 appear as a
single phrase in the BUAINT collection. Systems need therefore, to process the target i
order to weaken the search criteria from a single phrase tR guery which will allow

a system to retrieve at least one relevant document, althdug care should be taken to
ensure that the system is not swamped by many irrelevantnaeais. The rest of this
section presents an iterative approach to document rattiest attempts to successively
weaken the IR query from a single phrase in a way that retansach grouping of
the terms as possible to facilitate the retrieval of defitbearing texts. The methods
adopted were in part motivated by the definition questiooasfTREC 2003 which are
also used to evaluate the system described in this chaptele Wis clear that this is not
an ideal approach, the system was built to be as generic afhf@sThe success of the
approach can be seen by examining the performance of thensyster the TREC 2004
guestions (not available until after the system had beepldped) details of which can
be found in Appendix E.

Many targets consist of two parts — a mandatory focus and aongb qualification. This
separation of the target can be used to produce a weakernaidnal IR query. The
system starts by determining if the target is present in amiomguous form (only one
sense) in WordNet, if so then the system assumes that there gualification to be
removed. If however the term is not present in WordNet thengystem attempts to
determine which part of the question is the focus and whicju#ification. For example

the target'vagus nerve?”is present in WordNet and so is not examined for the presence
of qualification. On the other hand the tardéte medical condition shinglesis not in
WordNet although the focushingles without its qualification, is defined by WordNet.

Determining which part of the target is the main focus andtghqualification is initially
achieved through examination of any differences in casé®fords in the target. For
example given the targetskier Alberto Tomba’and“Ph in biology” it should be clear
that the focus in these two instance$Adberto Tomba” and“Ph” with “skier” and“in
biology” as qualification. The system examines the tokens in thettangeat a time (first
from left to right and then from right to left) to spot a changeorthography assuming
that a change to uppercase (or at least title case in whichirgtdetter of the token is
a capital letter) signifies the start (or end if working baekels through the target) of a
proper noun and that the other tokens (those of lowercasgnob@s which the system
has already examined) are qualification of the proper nowte Mhat the system works by
spotting a change to uppercase text not just a change in saeene proper nouns contain
lowercase words such dsriends of the Earth”which should not be split int&driends”
qualified by“of the Earth” but should rather be treated as a single proper noun.
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Before using the focus and optional qualification to corgdtan IR query we attempt to
remove one other type of qualification. The system checkeeaifsthe target is of the
form X in Y. Usually when a target is of the for#iin Y thenX is usually the focus, while

Y is qualification. For examplé&brahamis what the system is being asked to define
when given the targeéAbraham in the Old Testamenwith ‘in the Old Testamentas
gualification of which specific Abraham should be defined.

At this stage we have a refined focus and a set of qualificatimmsvor phrases which
the system can use to build an IR query. The IR query is coctsiilby treating the focus
as a phrase and combining all the qualification terms usiagotioleanANDoperator.
For exampléskier Alberto Tombabecomeskier AND ‘Alberto Tomba’ while
‘Abraham in the Old Testameritecomes#Abraham AND ‘Old Testament’ 1. This
allows the system to retrieve passages, such as the fotidairthe queryskier AND
‘Alberto Tomba’ (taken from document APW20000320.0036), which are relevan
but would not have been retrieved and considered part ofdfieition using the original
target:

“He’s a terrific skier, who still can win a lot in the coming years,” said three-
time Olympic champioAlberto Tomba, who won his only World Cup overall
title and two discipline titles in the cup finals here in 1995.

If such a refined query results in at least one document beinigved from the document
collection then these documents are passed onto the nuggetteon component and no
further processing of the target is carried out.

If, on the other hand, the IR query has not retrieved any decisas it is still too restric-
tive then a number of further processing steps are avaitaliiether weaken the query in
order to allow at least one document to be retrieved from ¢ileation.

The next stage is to determine if the target is of the fotthe Yas this usually signifies
a person with a qualification, for examp¥lad the Impaler” and“Akbar the Great”.

If this is indeed the case theX is extracted as the focus andis added to the set of
qualification terms, and a new IR query is generated as béfoecfocus combined with
all the qualification words/phrases using the boolaaiboperator).

If this still does not result in any documents being retréétleen the query is significantly
weakened by not requiring all the qualification words to bespnt in the retrieved doc-
uments. If we look again at the Ph in biology example it turns that using a query
requiring both Ph and Biology?h AND biology does not result in any documents
being retrieved. This stage weakens this queryRtr OR biology - this translates
to select all those documents which contain the term Ph amhwdinking take into ac-
count any instances of biology in the documents. Now in facknow that no documents
contain both Ph and biology but in a more complex exampl&daljh none have yet

! Note that as stopwords are not used by the indexed documbettamn the wordsn andthe are not
part of the refined query.
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been seen) it could be that the system has a number of quatificerms and by relax-

ing the constraint in this way we allow documents contairthigfocus and one or more
of the qualification terms to appear before those which ¢omaly the focus, while not

requiring any document to contain the focus and all the §oation terms.

If the IR query still does not retrieve any documents from ¢béection then we start
again with the original target and take a simpler approacdeteerating a query. This
simply assumes that the last token in the target is the fondsall the other terms are
gualification. For example none of the processing so fartesuany documents being
retrieved for the targethe medical condition shingles” This simpler approach simply
forms the querymedical AND condition AND shingles which is much less
restrictive than insisting that all three words appear asdiguous sequence of words.

If this much simpler query is still too restrictive then itagain simplified by only re-
quiring the final term target (the focus) to be present. Thaved useful not only for
dealing with the targethe medical condition shinglesbut also when definintAntonia
Coello Novello”as her full name does not appear in theURINT collection. Weaken-
ing the query toAntonia OR Coello OR +Novello results in selecting relevant
documents containing other forms of her name such as Antdovallo or just Novello,
while ranking those documents containing more elementgohlame higher than those
which contain only her surname.

If this very simple query results in no documents begin egtrd from the collection then
the system responds by telling the user that it was unablaitd & definition as it could
not correctly determine the focus from the target being éefin

This method correctly constructs IR queries for the 50 d@dimiquestions used in the
TREC 2003 evaluation, although this is not surprising asdliestions were used during
development. Using this method to build queries for theysigtir otherquestions used in
the TREC 2004 evaluation results in 63 correctly constaigigeries. The one target for
which the system was unable to construct an IR query reguhiat least one document
being retrieved was Q45 4nternational Finance Corporation (IFC)”

Once relevant documents have been retrieved they are sgliseparate sentences and
only those sentences which contain the focus of the targgiassed to the nugget extrac-
tion component detailed in the next chapter.

We believe this approach to determining the focus and qcatifin within a target, for
the purpose of retrieving relevant text, to be the first tosider the structure of the
target in a principled fashion. Previously reported work lhiged the target in a num-
ber of ways. Greenwood and Saggion (2004) insist that thieeetatrget be present in
any retrieved documents — a method we previously highl@ylate being too restric-
tive. Yang et al. (2003) select documents which containfel bi-grams in the target.
While this is a more flexible approach it does not take thectine of the target into
account in any way. Closest to the work we have presentecisytstem developed by
Xu et al. (2003). Fowhoquestions only their system performs limited processintpef
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target by selecting those documents which contain the firdtlast token of the name
separated by no more than three words. This allows the sytstegiect documents con-
taining George Walker Buskwhen definingGeorge Bush While more principled than
the other approaches this has two shortcomings. Firsthgystem needs to know that
the target being defined is a person. While this was easy trtast for the questions
in the TREC 2003 evaluation, which were presented as fullgnéal questions such as
“Who is Aaron Copland?; more recent evaluations have used just a target fAaon
Copland making it much harder to determine that the definiendum eragn. Secondly,
and more importantly, this approach fails for targets swVilad the Impaleor Abraham
in the Old Testamenthere there is no last name but rather a first name and anfidagti
description.

Our approach can be classified as recall enhancement, hvitedligfers significantly
from standard recall enhancement techniques such as meke¥aedback (Salton and
Buckley, 1990), local context analysis (Xu and Croft, 2QQGf}) secondary term expan-
sion (Saggion and Gaizauskas, 2004) in that it does notuewipliery expansion. Rather
than expanding queries our approaches relies on querymedimeby altering the structure
of the query (e.g. term grouping) to improve the IR perforoen

11.2 Higher Quality IR via WordNet Glosses

The previous section highlighted the fact that retrievielgvant documents or passages
for definition targets, even those which appear verbatinext, ttan be challenging due
to the lack of rich context provided in the question. Thiskppeon is compounded by that
fact that just because a document contains the focus ofriipet iamay not actually define
any aspect of it.

The approach taken here is to use WordNet as a source of iafimmfrom which the sys-
tem can extract terms relevant to the focus of the target sm@®vide a richer IR query
(for an approach which utilizes trusted web sites see Greedwand Saggion (2004)).
Once the focus of the target has been identified (i.e. thefmpadion has been removed)
then WordNet is consulted for a definition. If the focus of theyet appears in WordNet
and has only one sense (i.e. it is unambiguous) then the @l@xiNet’'s definition of
the term) is extracted and all terms in the gloss are addelgetéR query to produce a
richer IR query. For polysemous words the IR query is not agpd as adding words
from multiple definitions may have an adverse affect on theereed documents. For
instance, WordNet lists 7 different senses for the wordepgtadding the glosses of all
seven definitions is unlikely to be helpful.

A nice example of this approach is the tartfeh in biology?” from which the methods
detailed in the previous section correctly determine Btas the focus whiléin biology’

is qualification. 559 passages are retrieved from tQeANT document collection using
the query generated for this target. The fo&shas a single unambiguous entry in
WordNet:
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(chemistry) p(otential of) H(ydrogen); the logarithm oétieciprocal of hydrogen-
ion concentration in gram atoms per liter; provides a measom a scale from

0 to 14 of the acidity or alkalinity of a solution (where 7 isutal and greater
than 7 is acidic and less than 7 is basic)

Adding all of the terms in this WordNet gloss to the IR quenesamot result in more
passages being retrieved from@BAINT (this method never results in more passages as
we still require the target to appear in all retrieved passatather it affects the outcome
of the ranking algorithm so that longer documénthich mention the related terms from
the gloss, as well as the focus, are now ranked highly. Whigrg jisst the focus and its
gualification the first passage retrieved fro@WaINT is (NYT19990501.0252):

“This is in range with proper pH levels for your pool,” he saidxplaining
that the proper pH range 7.2 to 7.8 can be obtained by addingp¢owater
chemicals known as pH increasers or pH decreasers, whiclaaéable at
pool stores and home centers.

This passage although of a reasonable length tells us wtgydbout Ph and what it
means, i.e. itis not a very good definition. If we enhance khguery using the WordNet
gloss then the first retrieved passage is much more infore@tiY T20000323.0009):

The standard gauge of acidity known as pH, for example, ariinruns from
0 to 14, where zero is considered the strongest acid, 7 isalard 14 is the
strongest base.

In fact this single sentence is an almost complete definbioRh. Unfortunately it is
not sensible to use this approach while retrieving all trespges required by the nugget
extraction component. It is unlikely that the WordNet glask provide a complete defi-
nition of the target (i.e. not all the nuggets identified alsMaill be present in the gloss)
S0 using the gloss in this way skews the ranking of documaenwitsggthose similar to the
gloss first. While this has the affect of making sure reledmaiuments appear high in the
ranking it actually means that other equally relevant pgessare moved down the ranks,
i.e. using this approach would allow the system to accwatefine only one aspect of a
target. As a trade off the system retrieves the first 3 passiagen AQUAINT using the
WordNet gloss and then reverts to using the focus and any krmalification from the
target. The nuggets selected when IR is performed using @Nérgloss are heavily
weighted to ensure that they appear at the beginning of thaititen>.

2 The nugget extraction process in the following chapteesgfiartly on the order in which the passages
are ranked by the IR engine. Since most IR systems employ &nmef length normalization function
this results in short passages (often just article titlpgearing towards the top of the ranking. These
short passages tend to be of little use in defining a targetdxdrtheless tend to find their way into the
definition which is why retrieving longer documents is predel.

3 The number of passages to retrieve using the gloss as camigéktie nugget weighting were determined
via manual inspection of a few example questions and magrdifbm one system to another, especially
between those systems retrieving full documents and thegerming passage retrieval.
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It may seem strange to use a dictionary definition, such as N gloss, to locate
definition bearing sentences — if all the user wants is theitiefn of a term then why is
a dictionary definition unsuitable. There are two reasong ivis useful; evaluation and
completeness.

If we wish to compare two definitional QA systems then it ilikthat they will be
required to draw their answers from the same document t¢liec For example the
TREC evaluation of definition systems insist that each nugfj@formation is related to

a document in the AUAINT collection. In this case the systems cannot simply return a
dictionary definition of the term but they can use the defnitio find similar sentences
within the collection.

The other reason for using dictionary definitions in this wagompleteness. If a system
is asked to define a term which could change then it maybeltbalictionary definition is
either out-of-date or incomplete. Using the definition asaatisig point would therefore
allow the system to also find contradicting (a contradictig is highly likely to contain
the same terms as the definition) or more complete texts amzeh@oduce a better more
complete definition than the dictionary alone could havevioled.

Evaluation of using WordNet to improve the selection of vatg documents when an-
swering definition questions is given in Section 12.3 of tioiving chapter.

11.3 Limitations of the Approach

The one main issue which has not been addressed in this wahatif relevant in-
formation being spread across multiple sentences. As wasqusly mentioned only
those sentences which actually contain the focus of thetarg passed to the extraction
component and as the system makes no attempt to perfornecemeé resolution or any
discourse interpretation and so any information which caly be found by relating a
number of sentences is lost. The extent to which this is alpnoks currently unclear al-
though in a recent study Stevenson (2004) showed that in thé48 data set (Sundheim,
1995) only about 40% of the known event relationships wellg éontained within a sin-
gle sentence. If the same applies to definitional nuggets¢learly future work should
concentrate on extending the retrieval component to irectateference resolution so as
to allow other relevant sentences, containing a pronourharaelational phrase instead
of the focus of the target, to be considered as part of the dief@hition.

The main reason for not performing more intensive coref@easolution is that while the
number of documents from which nuggets can be extractedwiihcreased so will the
time taken to process the documents. Instead of only remuiokenization and sentence
splitting each document would also require POS tagging,ethentity recognition and
coreference resolution which may mean that the approackdwauonger work within a
reasonable time frame.
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11.4 Summary

This chapter has introduced a straightforward approachbd¢ament retrieval for answer-
ing definition questions. The approach to analysing thestdmdetermine both the main
focus and optional qualification we believe to be novel, mmiacipled than previous
approaches, and applicable to a wider range of targets vegjléring no prior knowledge
of a target’s semantic type (i.e. all targets are analyseddrsame way be they people,
companies otthings’).

Using WordNet to expand the limited query terms for defimtguestions is not a new
technique, but by limiting the use of this resource to bothrahiguous targets and for the
retrieval of only a few documents we avoid constraining teénition to just the aspects
of the target mentioned in WordNet.

As the techniques for both determining the focus of the taagd expanding the retrieval

using WordNet are straightforward and do not require intenprocessing to perform
they are ideally suited to use in real-time QA systems.
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Nugget Extraction

The approach to extracting nuggets from relevant passagasead! in this chapter was in
part inspired by the baseline system submitted by BBN asgbante TREC 2003 evalu-
ation (Xu et al., 2003). Their baseline system builds a dafimiby retrieving sentences
from the document collection which contain the target (byrftmained” they mean the sen-
tence includes a noun phrase that matches the target vig soimparison or coreference
resolution) and adding each such sentence to the definitibroes not overlap more
than 70% with any of the sentences already in the definiti@tci®al stops when the re-
sulting definition consists of at least 4000 non-white spdiaacters or there are no more
relevant documents to process. This simple system achaveé@=5) score of 0.49 and
was out performed in the TREC 2003 evaluation only by theratlves submitted by BBN
(Xu et al., 2003).

The nugget extraction system presented in this chaptedsujon the ideas behind the
(Xu et al., 2003) baseline to produce a system which outpadat while still requiring
very little time to process each question. The aim of the aggh is to produce a con-
cise, easily readable definition from the sentences retiesing the document retrieval
strategy outlined in the previous chapter. To this end wedvwora number of ideas from
both the summarization community and good writing styledgai Together these allow
us to implement a number of methods for simplifying text withaltering the meaning
or readability.

12.1 Removing Redundant Nuggets

This approach to nugget extraction treats each sentenceegmeate nugget of informa-
tion. The system does not apply deep linguistic processingetermine the semantic
similarity of sentences but an approach is required to deter if any two sentences con-
tain roughly the saménformation. That is, given sentenckdoes sentenc®& provide
any new and relevant information for the purpose of definigg/an target.
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12.1.1 Word Based Sentence Filtering

Two different approaches for determining if senteiteontains novel information about
the target when compared to sententevere implemented: word overlap and cosine
similarity (for a good overview of cosine similarity see W et al. (1999b)). Clearly
other approaches could also be used to compare sentenketingacontainment or re-
semblance (Broder, 1997).

Word Overlap As previously stated the original motivation for the apmtoto definition
creation detailed here was the surprising performanceeoTRREC 2003 baseline
system (Xu et al., 2003), which achieved am£%) score of 0.49. The baseline
system determined if a new sentence was novel by compasgercentage word
overlap with the set of sentences already added to the deffiritf the overlap was
greater than 70% then the sentence was discarded as unbkebytain any novel
information.

A sentence profile is constructed for each sentence whidiaicmthe set of stemmed
(Porter, 1980) non-stopword$, in the sentence. The similarity, between sen-
tencesA and B is then formally defined as:

|T4 N Tg|
min(|Tal, | Ts|)

S(A,B) = (12.1)

This is the percentage of tokensdnwhich appear irB or the percentage of tokens
in B which appear ir4, whichever is larger.

A number of small experiments using this measure deterntimetdusing a cut-off
point of 0.70 (as in the original baseline) results in thet pesformance.

Cosine Similarity with TF.IDF Weighting The cosine similarity measure is usually used
in conjunction with a term weighting function. In this expeent we make use of
the well known TF.IDF weighting function. Lef; ; be the frequency of term
within document! while n; is the number of documents in a collection/®@fdoc-
uments containing term The TF.IDF weightiV; ; of ¢ within d is then defined
as:

N

Wia = log(fia+ 1)log (n—) (12.2)
t

Given this weighting function the cosine similarityof sentencesl and B is given

by Equation 12.3:

W, 4W,
S(A, B) = Lreans WialWes (12.3)

Ve W2/ s (Wes)?

In these experiments sentencéand B were considered similar if the cosine sim-
ilarity was above 0.2 (as suggested by Salton et al. (1995H& cosine similarity
is relatively easy to compute over a collection for which vesdnaccess to an in-
verted index, but we have to approximate values for Botandn; if working with
collections such as the web for which these figures are ndy edainable.
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Figure 12.1: Comparison of step 1 filtering approaches, weedlap,[], and cosine similarity,.

The performance of these two approaches to similarity tieteover the fifty TREC
2003 definition questions can be seen in Figure 12.1 (seet@hdgdor full details of
this experimental setup which is used throughout this @apiThese results show that
the simple word overlap is better than the cosine similarigasure for determining if
a new sentence contains unseen information (this couldcinbia due to the use of the
TF.IDF weighting function rather than the cosine measugeimeral). Using word overlap
in this way results in a system which is very similar (althowgith a more principled
approach to determining the focus of the target as detailéiuel previous chapter) to the
baseline system submitted by BBN to the TREC 2003 evalualibat baseline achieved
an F(=5) score of 0.49 which is similar to the score of 0.5176 aaridehere when a
definition of up to 4000 non-whitespace characters is cootd. The rest of this chapter
will now build upon the word overlap approach through furtsentence filtering and
redundant phrase removal techniques.

12.1.2 n-gram Sentence Filtering

Both methods of determining similarity suffer from the sapreblem — the notion of
similarity we are using is very crude. Often two sentencdtteli the user the same
piece of information about the target while also contairangt of additional irrelevant
information. The ideal similarity test would be resilientitrelevant information in the
sentences, but such a similarity test would require deguistic understanding of the
sentences to determine their meaning and hence the infomsgtecific to the target.

The problems involved in determining if a new sentence télsuser anything that is

both new and relevant about a target can be illustrated gfréwo sentences relating to
the targetWho is Alice Rivlin?”;

Federal Reserve Vice Chairman Alice Rivlin has said in mbamtone inter-
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view recently that the current stock market is high by any kifivaluation

Last week, Alice Rivlin, whom Clinton appointed vice chainnof the Fed-
eral Reserve, announced her resignation from the centraktedfective July
16.

While it is true that these two sentences are different gargnstandard measure of simi-
larity, both contain only one identical piece of informatigertinent to the task of defining
Alice Rivlin, namely that she is (or was) the vice chairmarthed Federal Reserve. The
other information in the sentences, while not importanti definition ofAlice Rivlin,
causes the two sentences to be considered different by balie similarity measures
previously mentioned (word overlap and the cosine meadeaglng to redundancy in
the generated definition.

The two example sentences share only the four wimderal reserve viceandchairman
and therefore the word overlap, using Equation 12.1, is%®6(dfter having removed
stopwords and the target, Alice Rivlin, as this is commorilteemtences and so should not
be used for similarity determination). Such a low overlaggaaly does not immediately
suggest that the two sentences are similar enough for ohe other to be discarded. One
assumption we can make is that similar sentences will cosiaiilar words in a similar
order. So one possible way of determining similarity woutdtd look forn-grams in the
sentences, i.e. sequences of multiple words appearinglrsleatences — this is the same
assumption underlying the Rouge automatic scoring systgaildd in Section 3.1.3. In
the two example sentences we can see that they both corgdinrginamsfederal reserve’
and‘vice chairman; giving a bi-gram overlap of 20% (the shorter of the two seoés
contains 10 bi-grams). We can use this notion of overlapphggams to implement a
measure of similarity designed to filter out the remainingikir sentences not handled
correctly by the word overlap measure.

The filter works by calculating the sum of the percentagelapesf increasingly longet-
grams. The:-grams considered range from length one (a single wordigthtes which
is the length, in words, of the shortest of the two sentenegsgbcompared, withV,, 4
being the set ofi-grams in sentencd. The similarity measure is formally defined as:

s

- |NnAmNnB‘
A,B) = ’ ’
Slm( ) ) Zlm'ln(|Nn,A|7|Nn7B|)

(12.4)

From limited testing, a cutoff level of 0.5 was determinedhvpairs of sentences having
a score above this deemed equivalent. Given that there acemmon tri-grams be-
tween the two example sentences the similarity score @builusing Equation 12.4 is
0.564. This similarity score is above the threshold and sdwlo sentences are deemed
equivalent and so one of them can be discarded.

Figure 12.2 shows the results of applying this second fitiehé sentences filtered us-
ing word overlap. Filtering in this way results in a consigtésometimes statistically
significant) improvement over the standard word overlap@ggh.
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Figure 12.2: Comparison ef-gram overlap filteringa, with 70% word overlap].

For an example of the usefulness of this second filter we cak dgain at the content
of the sentences returned by the system when asked to ddfeeeRivlin Using just
word overlap to filter the sentences leaves eighteen sezgdnithin the 5000 length cut-
off) which state that Alice Rivlin is or was the Federal Rege¥ice Chairman. Filtering
the sentences remaining after word overlap has been usethtwve redundant informa-
tion using then-gram overlap method reduces the number of sentencesgsthéinAlice
Rivlin is the Federal Reserve Vice Chairman to just sevehaut removing any other
relevant nuggets from the final definition.

12.2 Removing Redundant Phrases

Within any passage of text it is quite likely that some of therds or phrases will be
redundant; that is, removing them has no effect on the mganiitne text. As has already
been stated, answers to definition systems should be cqagsages of text and therefore
any extraneous words or phrases, which can be removed,dssheuemoved. This will
have the effect of increasing the amount of relevant infaionawithin a given length of
text (a side affect of this should be an increase in the F-oreascore given the current
evaluation metric, see Section 3.1.3).

12.2.1 Locating Redundant Phrases

As we wish for the approach to be capable of generating defsitquickly we attempt
to find redundant words or phrases which can be identifiedgysiedominately shallow
methods. This rules out approaches to detection of redundaases which would re-
quire full syntactic or semantic parsing to identify. A nuenlof sources were consulted
for possible ways in which redundant phrases could be betitiiied and safely removed
(Dunlavy et al., 2003; Purdue University Online Writing L.&®04) which led to a num-
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ber of approaches aimed at reducing the amount of text witblbanging the overall
meaning of the sentences or their readalilitfhe approaches to redundancy removal,
which we investigated, fall into two categories: those whielete words or phrases and
those which transform phrases. Seven different approdotielse the deletion of text,
these are:

Imperative Sentencesif the sentence is an imperative, i.e. the first word in theéesge is

a verb, then it is discarded. Such sentences are discardaddeethey are only relevant
and informative if they reference information the readeeady knows, in which case
they are unlikely to add anything new to the definition.

Gerund Clauses:These often comment on rather than add to the content of erssnand

therefore tend not to include information essential to anitédin of the target. To identify

and remove a gerund clause, it must 1) be at the start of thersgnor immediately fol-

lowing a comma, and 2) have the gerund as the lead word, cea&tond word following

a preposition, ‘while’ or ‘during’. The end of the clause d@entified by a comma or pe-
riod. The following examples (modified from the example givie Dunlavy et al. (2003))

illustrate all three forms of gerund clause that we can ifieahd hence remove:

While carrying passengers from the Estonian capital Tallin Stockholm,
more than 800 lives were lost when the ferry sank within meswarly yes-
terday morning in the Baltic Sea 40 km south west of the Fimistand of
Uto.

More than 800 lives were lost when the ferparrying passengers from the
Estonian capital Tallinn to Stockholmsank within minutes early yesterday
morning in the Baltic Sea 40 km south west of the Finnish glahUto.

More than 800 lives were lost when the ferry sank within masugarly yes-
terday morning in the Baltic Sea 40 km south west of the Fimistand of
Uto, while carrying passengers from the Estonian capital falto Stock-
holm

Gerund clauses are only deemed redundant if they consisssthan half the number of
words in the sentence and do not themselves contain the &c¢be definition. Longer
gerund clauses are retained either because the clauseagamipor more likely we have
incorrectly identified a non-gerund clause which shouldbetemoved.

Leading Adverbs: In some sentences the lead word does not actually contributtee
meaning of the sentence. Certainly, given a sentence iatiso| the words ‘and’ and
‘but’ at the beginning of the sentence can be safely remo&nhilarly, adverbs when

! In the examples which follow redundant text is writteritaics.
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they appear as the first word in a sentence can be safely reimbage importantly if a
definition is constructed from a set of independent sentetieepresence of these words
at the beginning of sentences can often disrupt the flow ofimétion (this is more of a
problem in summarization work in which the summary is eviddan its entirety, unlike
definitions in which each sentence is evaluated indepelyjent

Sentence Initial Expletives:These are phrases of the fortw be-verbor there + be-verb
Such phrases can be useful in expressing emphasis butyusegallt in longer sentences
than is strictly necessary to convey the information. Fanegle the sentencdt'is the
governomwhosigns or vetoes bills.” can easily be re-written, withouaieging the mean-
ing of the sentence, as “The governor signs or vetoes hilliie system identifies the
most common form in which a sentence initial expletive iddieked by a noun and a
relative clause beginning with ‘that’, ‘which’, or ‘who’. Aé sentence is shortened by
removing both the expletive and the relative pronoun makiregnoun the subject of the
sentence.

Further examples include,There arefour rulesthat should be observed.” which be-
comes “Four rules should be observed.” aimtiére wasa big explosionwhichshook the
windows, and people ran into the street.” which becomes grelplosion shook the win-
dows, and people ran into the street.”. From these exantpteslear that no information
has been lost and the results are shorter sentences whistillarell formed and easy to
read.

Redundant Category Labels:Certain words imply their general categories and so a sen-
tence does not usually have to contain both the word andaté&gory label. For example,
users will know that pink is a colour and that shiny is an apgeee. This allows us to
shorten sentences by dropping the general category teundgast the specific descrip-
tive word. So we can re-write the sentence “During that tirmgqa, many car buyers
preferred cars that were pimk colour and shinyin appearancé as “During that period,
many car buyers preferred cars that were pink and shinyhaowit altering the meaning

of the sentence.

We locate redundant category words by investigating pkrasthe formXin Yora X Y

to locate those in whiclf is the category oX (i.e. “pink in colour” or “a pink coloured”).
The system determinesYfis the category oK by seeing if there is either a hypernym or
attribute relationship in WordNet betwe&randY. For example colour is a hypernym of
pink and so the system can determine that colour is in faad@n@ant category label and
remove it.

Unnecessary Determiners and ModifiersSentences sometimes contain one or more extra
words or phrases which seem to determine narrowly or motligynheaning of a noun
without actually adding to the meaning of the sentence asaexilthough these words

or phrases can, in the appropriate context, be meaningéyl ¢tan often be eliminated.
For example “Anyparticular type ofdessert is fine with me.” can easily be re-written as
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“Any dessert is fine with me.” without any alteration in theaméng of the sentence.

The system contains a list of 12 such redundant words or esrdurdue University
Online Writing Lab, 2004) which are simply removed when ebery occur in sentences
considered during definition creation.

Unnecessary That and Which Clauses¥When a clause is used to convey meaning which
could be presented in a phrase or even a single word the serlagth is increased with-
out any increase in the information conveyed to the readigen@he unnecessary clauses
are of the formthat + be-verbor which + be-verbwhich can be easily simplified. For
example “All applicantghat areinterested in the job must...” can be simplified to “All
applicants interested in the job must...” without any cleaitgthe meaning of the sen-
tence. The system converts unnecessary modifying clansephrases or single words
by removingthat + be-verbor which + be-verldfrom before nouns or verbs.

There are two further approaches to redundancy removahvitolve the transformation
rather than just deletion of phrases, these are:

Circumlocutions: These are indirect or roundabout expressions of severalsmohich
can be written more succinctly, often as a single word. ltsgally possible to replace
both “the reason for” and“due to the” simply with the wordbecause Unfortunately
there are no hard and fast rules which state exactly whichesgpns can be replaced
or with what. For instance, the previous two examples caaldyost instances, also be
replaced by the wordince

The system currently replaces a fixed set of phrases with tirdsabout whenand
can(currently only 11 such phrases are replaced (Purdue Wsiiy&dnline Writing Lab,
2004) due to the difficulty in determining the correct replaent word).

Noun Forms of Verbs: Sentences which use the noun form of a verb often contaia extr
words (often the verbe) to allow the text to flow correctly. Changing these nounskbac
to their verb forms therefore reduces the length of the ghrasr example “The function
of this department ithe collecion of accounts.” can be reduced to “The function of this
department is to collect accounts.”.

The system replaces the noun forms with their verb equitalenlooking for phrases of
the formis the X ofand if the verb form oK is known then this is replaced lg/to X-verb
The mapping of nouns to their verb forms is carried out usinga@ping pre-compiled
from the morphological information in the CELEX databa@@urnage, 1990).

2 Thanks to Wim Peters for providing this mapping.

3 Linguistic Data Consortiumhtp://www.ldc.upenn.edu ) catalogue number LDC96L14.
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12.2.2 Performance Effects of Redundant Phrase Removal

Removing redundant phrases would seem to be a sensibletthdwas it allows the in-

clusion of extra, possibly relevant, information withirettkame volume of text. However,
we need to know both how effective redundant phrase rems\ald at what point in the
process of building a definition it should be applied.

Phrase removal could be performed as either a pre- or pastepsing task. Pre-processing
involves removing the redundant phrases from each sentmteey are retrieved from
the document collection and before any similarity testgp@rformed. Post-processing to
remove redundant phrases, however, is applied to the firfiaittn, i.e. only to those
sentences deemed to be novel in the context of the definit\dmile post-processing is
more efficient as less text has to be processed (only thosenees which made it past
the similarity tests rather than all sentences retrievethfthe collection) it may result
in the removal of text that was used to determine that seateimcthe definition contain
novel information.

Initial work with removing redundant phrases was carrietiasua post-processing step.
The motivation for this was due in part to the work of Dunlatyak (2003) upon which
some of the phrase removal development was based but als@sasasier to view the
effect of individual strategies when used as a post-praegsask. Removing redundant
phrases before filtering the sentences can have an effelse@mbilarity of two sentences
and so can change which sentences are included in the finaitdefimaking it difficult

to judge the performance of a specific approach to phrasevamo

Common sense would suggest, however, that removing redtipbeases from sentences
should be carried out as a pre-processing step so that #atisalof relevant sentences is
based upon the text that will eventually appear in the dedimiand not on text that may
be removed by later processing.

Figure 12.3 shows the performance of the system with no prmemoval and with the
phrase removal as both a pre- and post-processing compdxet# that the imperative
sentence elimination rule was applied to all three configuma.

These results show that performing phrase eliminationthsres pre- or post-processing
step improves the performance of the system. The resuttshsv that integrating phrase
removal as a pre-processing component within the systenois tveneficial than post-
processing the text just before delivering the final defmitiThis makes sense as the se-
lection of sentences to use is then based upon the text thevillseee and not on phrases
which may latter be removed. A similar trend towards phraseaval as a pre-processing
stage (rather than post-processing) has also been obsemedsummarization commu-
nity (Conroy et al., 2004).

Itis difficult to determine the exact effect of each proposehod of redundancy removal

on the overall performance of the system due to the way in hvimaltiple approaches
can be applied to a single sentence and the changes this éanmtae similarity of the
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Figure 12.3: Comparison of using prea)( and post-processing) of sentences to remove redundant
phrases with no phrase removal)(

Number of Average

Phrase Type Occurrences | % Correct | Character Saving
Gerund Clause 125 84.8% 49.32
Leading Adverbs 161 92.5% 4.27
Sentence Initial Expletives 6 16.7% 6.17
Redundant Category Labels 6 100% 6.67
Unnecessary Determiners and Modifigrs 50 86.0% 7.94
Circumlocutions 1 100% 10.0
Unnecessary That and Which Clauseg 20 95.0% 8.35
Noun Forms of Verbs 1 0.0% 6.0

Table 12.1: Indirect evaluation of phrase removal techesqu

]
5000

simplified sentences. Two things which it is possible to meaover and above the end-
to-end performance, is the number of times each redundgmpach was applied and
what percentage of these removals resulted in badly forreetesces. By badly formed
sentences we mean that the sentences are no longer syaltaeiadid and not that im-

portant information relating to the target has been remoVadle 12.1 lists the different
approaches and their perceived performance (the removwalpErative sentences is not
listed as this was applied to all three configurations giveRigure 12.3) when using the
post-processing setup as in Figure 12.3.

It is clear that some of the methods of redundancy removamMikee employed perform
better than others. Of all the changes made to the senteatasimgle instance of impor-
tant information being removed was found. As the evaluatietric does not specifically
require well formed sentences or phrases as answer nugdfetsugh this was the origi-
nal aim laid out at the beginning of this section) then theaeamhof the redundant text is
clearly beneficial.
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Figure 12.4: With {) and without ¢) using WordNet to improve IR performance.

12.3 The Benefits of IR Using WordNet Glosses

All the results presented in this chapter have made use ofiMé&rgloss entries, as de-
scribed in Section 11.2, to ensure that highly relevant damnis are examined first when
a definition is constructed. As yet, however, no evidencebleas presented to show that
this approach actually has a beneficial effect on the pedana of the system.

Figure 12.4 reproduces the performance of the system whptogimg redundant phrase
removal as a pre-processing task (the best performing aoafign discussed in this
chapter) along with the results of a system identical in evespect apart from the fact
that the IR component does not make use of WordNet glosses(atailable) to increase
the quality of retrieved documents.

From these results it is obvious that using WordNet in thig Wwas a positive effect on
the performance of the system. Unfortunately many questiah not have an entry in

WordNet and so will not benefit in the same way although othemktedge sources could
be incorporated in a similar fashion to cover a wider vargdtguestions.

12.4 Producing a Final Definition

The one problem with a simple approach based on retrievingredundant sentences is
that the resulting definition tends to consist of a large neind sentences (especially if
the target is common within the collection). Clearly thealdgystem would return a con-
cise paragraph containing all the relevant informationudltloe target and nothing else.
That is it would have high recall (mention most if not all oétielevant information) while
also having a high precision (contains very little irreletzanformation). The evaluation
metric used for definition systems (see Section 3.1.3) dwk=eid take this view although
it is currently biased towards preferring high recall ovighhprecision.
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Cut-off Length
1000 2000 3000 4000 5000
B=1| 0.3305| 0.2914] 0.2834| 0.2692[ 0.2639
B=2| 0.3748| 0.3674| 0.3816| 0.3740] 0.3687
B=3 | 0.4003( 0.4155| 0.4504| 0.4527] 0.4492
B=4 | 0.4140( 0.4430| 0.4923| 0.5029] 0.5013
6=5 | 0.4219| 0.4651| 0.5237| 0.5398| 0.5397
06—
0.55
0.5-
0.45-
L s
0.4-
0.35
0.3+
0.25 5 N
1000 2000 3000 4000 5000 1 <&

Maximum Length

Figure 12.5: Definition F-measure scores for varying cuffjths andl values.

Experiments into returning definitions using different-offt values on the final output
length and at different values ofused in the F measure calculation (settinip 1 means
that we give equal weighting to the precision and recall conents of the score whereas a
[ of 5 gives a higher weighting to the recall component) weracected, using the system
described in the previous sections (i.e. the system whiodymed the with WordNet
results in Figure 12.4), to determine the best configuratidme results of different cut-
off lengths with differents values can be seen in Figure 12.5.

As can be seen from these results increasing the valgeustd in the evaluation metric
increases the score independent of the cut-off value examiithis is understandable
when one considers that each question has on average egg#tswaccepted as answers
which means that on average the evaluation metric gives anmiax precision score if
the definition is 800 non-white space characters or lesariglall our cut-offs are above
this average maximum length and so the system performs lasttee bias shifts further
towards the recall component of the evaluation and away thenprecision component.

12.5 Summary
In this chapter we have introduced techniques from the sumatin community and
good writing style guides which have allowed us to easilymify sentences to produce

shorter richer definitions of complex targets. The use adpnenately shallow techniques
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was motivated by the desire to not only develop an effectpy@ach to answering def-
inition questions but to investigate techniques which carapplied within a real-time
definitional QA system.

In summary, the approaches presented in this and the psegi@mpter describe a system
capable of quickly answering definition questions. Extagdhe ideas from the baseline
approach (Xu et al., 2003) through the use of WordNet gloaselsbetter methods of
sentence and phrase removal has resulted in a system whigves an F§=5) score of
0.5348, outperforming all but one system entered in TREG2@@en evaluated over the
same question set. The highestEp) score reported at TREC 2003 was 0.555, achieved
by the main system submitted by Xu et al. (2003). Their basedystem, which provided
the inspiration for our approach, achieved ap#g) score of 0.49. Even evaluating the
resulting definitions with & value of 3 (making the precision component more important)
gives a F(=3) score of 0.4527 which again is only outperformed by on&TR003
system when evaluated using#Q3) (Moorhees, 2003b).
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Conclusions

The main motivation behind the work in this thesis was to aerswhere possible, sim-
ple approaches to question answering which can be bothyeasierstood and would
operate quickly — at least in relation to more complex apghea, such as those used in
QA-LaSIE (Greenwood et al., 2002). To this end we have intced a number of novel
approaches to answering both factoid and definition questih is hoped that these new
techniques will advance the field of question answeringngivise to QA systems which
can be used by the general public to access the growing solkoewledge available as
free text.

13.1 Factoid Question Answering

Part 1l of this thesis described QA systems using a three comt architecture of ques-
tion analysis, document retrieval, and answer extracti@hiatroduces a number of ap-
proaches to solving the problems associated with each coempo

Chapter 6 introduced two approaches to question analysiechat determining the ex-
pected answer type: one manually constructed and one atitathyaacquired. The first
approach involved manually creating classification rulsisg a formalism specifically
designed for question classification. This approach cdrareund an answer type hier-
archy constructed to cover the semantic entities which wadcrecognise in free text
(rather than all the semantic types we may want to return ssens). The motivation for
thisis simple — if the system cannot locate instances of eifspeemantic type then it will
never be able to return answers of that type. Therefore itesiakore sense to consider
only those semantic types we know how to locate in free text.

Acquiring a question classifier automatically requiresféedent approach. Whereas the
manual approach can be used to build a rule given a single@gagnestion, automatic
methods require a large amount of hand-labelled trainirig. dRather than constructing
a training and test set to match the answer type hierarclagestdor the manual classifi-
cation approach, we chose to adopt the hierarchy and atsdata originally described
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by Li and Roth (2002). Using this data we introducefdtearest Neighbours style algo-
rithm for question classification which uses an IR enginegi@inine similarity between
training instances and new unseen questions. This clags#itorms exceptionally well
when compared with other results reported over the sanm@rgaand test data. One of
the main advantages of this approach is that classifying\aumgseen question occurs in
less than 5 milliseconds, and as such is ideally suited tetiraa use.

Chapter 7 evaluated a number of approaches to retrievingaattearing documents from
which more detailed processing could later extract exasivars. We showed that while
increasing the amount of text retrieved increases the ageeof the retrieved text (the
percentage of questions for which at least one relevantrdentis retrieved, see Section
3.2) it often does so at the expense of the accuracy of dogarstanswer extraction
components. That is, after a certain point the more text awanextraction component
has to process to find an answer, the worse the accuracy. €haissthat novel approaches
to document retrieval have to increase the coverage of d §imeal size volume of text
before they are likely to show any increase in end-to-entbpmance when used within
a QA system.

Various methods which attempt to improve the coverage ofdtreeved documents were
introduced and evaluated. Most of these approaches invdhesuse of thalt opera-
tor introduced in Chapter 6 to improve the ranking of docutmevhen expanding query
terms. This operator behaves like for the purposes of retrieval but alters the way in
which synonymous query terms are scored to better reflestebds of QA. All the ap-
proaches that were evaluated using bmthandalt to group synonymous terms showed
that thealt operator resulted in a more marked improvement in coveltzaye ¢ould be
achieved using ther operator. We investigated two main approaches to queryrexpa
sion: pertainym expansion of location nouns and query esiparvia expected answer
type. Although both approaches show improvements in cgeeod the retrieved doc-
uments (in some cases significant), none could be shown ® daignificant effect on
the performance of an answer extraction component. Thisé®draging but it is impor-
tant to remember that we have assumed a framework of threergiected components.
This separation means that improvements in documentvatneay negatively impact
the performance of an answer extraction component whick doetake into account the
way in which the documents were retrieved. For example, greapnym expansion of
location nouns means that questions suctéisat is the capital of Syria?”’may result

in documents being retrieved which talk about 8yian capital Any answer extraction
component which does not take the expansion into accoulhfyatincludeSyrianin any
comparison between the question and answer text which cesildt in the answer being
ignored or lowly ranked.

While many researchers have experimented with QA over the ug&ng techniques de-
veloped for closed collections (such as the systems el part of TREC), to date
little consideration has been given to the IR component ofisueb based systems. Usu-
ally a standard web search engine is used as the IR enginelinsystems and often
just the snippets returned by the search engine are usetbaantepassages. In Section
7.2 we evaluated the snippets produced by a number of webhseagines to determine
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if they were suitable to be used as relevant passages by a &nsy This evaluation
showed that examining just the top ten snippets from GoogkltaVista is equivalent

in both coverage and answer redundancy to examining thenhtdg passages retrieved
from AQUAINT. This suggests that web search engines are indeed suitahled as an

IR engine in a QA system.

Chapter 8 introduced two answer extraction componentsiba®eind semantic type ex-
traction and surface matching text patterns. The semaecanswer extraction compo-
nent attempts to answer those questions assigned an expeseer type by the man-
ually constructed classifier of Chapter 6. This extractiechhique involves extracting
from candidate answer bearing documents all entities oeipected answer type and
then using a ranking formula and similarity measure to deitee which of the extracted
entities is the correct answer. As the answer type hierangioy which the approach is
based cannot be expected to cover all possible answer typestroduced the idea of ex-
panding the hierarchy using WordNet to increase the nunftaprestions which could be
answered. Both of these techniques rely on only shallowgssing to extract, compare
and rank candidate answers; making them ideal for use inldime&a QA system. The
approach was independently evaluated as having an acaoirdty3% (see Appendix E)
which while not comparable to the current state-of-thasapromising for such shallow
techniques.

The surface matching text pattern approach to answer éxtnadetailed in Section 8.2
learns rules which encode the local context, linking themogiestion term to the answer.
The context is simply the words appearing between and arthentvo terms, some of
which are generalized to representative tags using a nantag eecogniser. Using the
surface structure of the text ensures that the patternsecarakbched quickly against new
texts without any time-consuming processing. For the etadas reported in this thesis,
pattern sets were constructed to cover six different qoesyipes. The main drawback to
this approach, and the reason that only six pattern setscoagructed, is that they are
acquired using a supervised machine learning algorithmireg hand crafted training
data which is expensive to produce. Another limiting fadtothat the performance of
the pattern sets can vary quite considerably if they are agedwriting styles different
to those from which they were acquired. In this work, the gratt were acquired from
unrestricted text retrieved from the web and when evaluated other web documents
have an average accuracy of approximately 50%. Howevemwked to answer ques-
tions over newswire articles from theQWAINT collection, the accuracy drops to only
6%. This seems to be because the newswire articles areminttedifferent style to that
of the majority of web documents. This highlights just onelggem encountered when
attempting to move to QA over the web — techniques which workohe collection of
documents may not transfer to another set of documents. didas not mean that we
should ignore the technique just because it does not tnaaafely to a new collection.
Rather, we should remember that evaluations such as TRE( @#sential in fostering
new research in QA, are not totally representative of whats@duld strive to be.

Throughout this thesis we have concentrated on relativietpls approaches to all as-
pects of QA partly so that systems built using these teclesguould be able to answer
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guestions quickly and could form the basis of real-world Qd¥lacations. Chapter 9

combines many of the techniques developed in Part Il of b@sis to produce a QA sys-
tem called AnswerFinder. AnswerFinder answers questigmsdwing answers from the
web, and in brief testing performs well when compared witieopublicly available web

based QA systems. The use of shallow techniques resultsystens which is capable of
answering questions in approximately 8 seconds. Whilaglsgsll a long time compared

with modern web search engines, no attempt was made to gptimé underlying code
for speed. What AnswerFinder does show is that the simptatgues for QA introduced

in this thesis can be successfully combined to produce avadd QA application.

13.2 Definitional Question Answering

Part Ill of this thesis described an approach for handlingex definition targets and for
finding and simplifying relevant sentences which when camadlican be used to produce
a definition.

A definition question is not a fully formed question, like atiaid question, rather it is
just the name of the thing the user wishes to define. For exatappirin” and“skier
Alberto Tomba’are both definition questions. Just like factoid questibegarget of the
definition has to be analysed to enable relevant documebtslmcated. With no guiding
words, such asvho, where when etc., in the targets to guide the analysis of the targets
this can be challenging. Chapter 11 introduced a principfgatoach to target processing
to allow us to find relevant documents. This approach asstina¢s target consists of a
mandatory focus and optional qualification. We use an nexatpproach to determining
the focus and qualification at each iteration, seeing if #he division will locate relevant
documents. Basing the processing on the way in which taigeisbe expressed is a
more principled approach than using just the words in tigetawhich we showed leads
to better more relevant documents being retrieved. Thisogmh does not rely on any
intensive processing of the target and hence it operateklgui

Our approach to definition creation was inspired by the lr@selystem entered in the
TREC 2003 evaluation by Xu et al. (2003). Having found refg\sentences (using our
principled target processing outlined above) we introdyde Chapter 12, a two stage
comparison and filtering approach to select definition Ingesentences. Both these filters
are based on overlap between sentences and so do not regejrdirtjuistic processing
to extract meaning from the sentences. The first filter assuhat two sentences contain
the same information if they overlap, at the word level, byrenthan 70%. Although
this approach can quickly remove very similar sentencess imcapable of removing
sentences which while talking about different subjectsaorthe same information about
the target of the definition. For example, if two sentencestioa the job title of the
person being defined but are otherwise concerned with diftdopics it is unlikely that
they will overlap more than 70%. The second filter measurgsam overlap rather than
word overlap allowing it to locate sections common to twateeoes, e.g. multi-word job
titles. Section 12.1.2 gives an example in which this sedtied reduces the number of
duplicated sentences for an information nugget by appratetn 60%.
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While these approaches to selecting relevant sentenaas a#i to construct a defini-
tion, the sentences still contain redundant informati@t ihwould be useful to remove.
To simplify the sentences and hence condense the definigotiof 12.2 introduced a
number of shallow approaches to locating and removing réaiinphrases. Approaches
handling eight different redundant phrase types were deeel and shown to be effective
when used to simplify sentences before filtering.

The approach to answering definition questions detailedigthesis performed well in
independent evaluation as part of TREC 2004, ranking 11tloioilne 63 systems which
were evaluated (see Appendix E). This shows that not onlyreréechniques we have
developed able to quickly produce a definition (the average to produce a definition is
21 seconds) but that the definitions produced compare fabbuwith some of the best
definition systems produced to date.

13.3 Challenges Facing Our Approaches

While it is true that the techniques introduced in this thdsve performed well (above
average in independent evaluations) it is clear that thexerany questions which they
are unable to answer correctly. Improvements to the unidertpols, such as the seman-
tic entity recogniser, while probably resulting in slightprovement to the performance
would not dramatically increase the percentage of questiamch could be answered
correctly.

Some of the challenges and limitations of the approachesweihtroduced in this thesis
have already been discussed along with the techniques ¢hesas This section will

briefly recap the challenges with a view to generating disicurson ways in which the
techniques we have introduced can be extended and imprgaed u

Chapter 5 introduced a three component architecture fovenrsg factoid questions.
This framework divides a QA system into question analysigumnent retrieval, and an-
swer extraction. Chapters 6, 7, and 8 introduced technifpre=sach of these three com-
ponents. One of the problems with such a framework for QAes éhative independence
of the different components. In Chapter 7 we repeatedlydtttat while a number of
approaches improved the coverage of the documents ratrieva question they did not
result in obvious improvements in the end-to-end perforreasf a QA system. One of
the reasons given for this was that an answer extraction coerg which is not aware of
the IR approach being used will not be able to take full adsgatbf the improvement in
the documents. This suggests that splitting a QA systemsigparate components may
actually decrease the overall performance. While we belibat it is useful to think of a
QA system as a pipeline of question analysis, documenexetriand answer extraction it
is clear that in a real-world implementation these comptaare likely to be highly inter-
linked. Changes to the way one component operates nedessttering the succeeding
components in the pipeline and this will be addressed in ppraaches in the future.

Many of the techniques introduced in this thesis have ratiedsemantic entity detec-
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tion. The manual question classifier of Section 6.1.1 usesTastic entity recogniser
for classifying questions and assigns a semantic type to @aestion as the expected an-
swer type. The document filtering of Section 7.3 relies origheining which documents
contain instances of a specific semantic type. The semapiecextraction component
of Section 8.1 can only return things located by the semaartity detector. This re-
liance on semantic entity detection, while appearing talpee an effective QA system
does limit these approaches. Any entity not correctly detecan never be used by any
system. More importantly it would be both difficult and timensuming to produce a
recogniser for every possible entity type. This means theghswer type hierarchy be-
hind these approaches is unlikely to be complete and so thayebe questions which go
unanswered. This does not mean that such approaches skwalthhdoned but rather
other approaches to QA should be developed to supplemeaptiteaches introduced in
this thesis.

To reduce the time taken to answer unseen questions we hveamsidered relatively
simple techniques for QA. This has meant that we have applyltokenization, sen-
tence splitting, and semantic entity recognisers to this team which answers are being
extracted. This reliance on basic techniques means thatniation is not considered
within a wider context. For example only a naive attempt masle to handle coreference
when answering factoid questions. The approach was siroptpiisider the preceding
sentence as well as the answer bearing sentence if doingreaged the percentage over-
lap between the context of the candidate answer and theige$Vhilst this improves
the ranking of the extracted answers it does not allow othediclate answers to be found.
This problem was discussed in Chapter 11 as an issue wheviedy sentences for use
in definition creation but it also applies to answering fatpuestions.

13.4 Future Directions

Whilst the approaches to QA introduced in this thesis alloanynquestions to be an-
swered, they could be improved or augmented to cover a wathgyer of questions. This
section briefly considers a number of directions that catthresearch could take to fur-
ther these approaches to factoid and definition questi@rdukure directions in QA, not
directly related to the work in this thesis, interested sxadhould see Maybury (2004).

13.4.1 User Centred Evaluations

All of the evaluations detailed in this thesis have focusgdlg on the performance of the
underlying technology. It is important to remember, howetreat the long term goal of
guestion answering research is to develop systems whictv average computer users
easy and convenient access to the vast amounts of informeateilable as free text. To
fulfil this aim due care and consideration must be given tocthrestruction of question
answering applications, i.e. the interface through whisérs will interact with the un-
derlying QA technology.

150



Chapter 13: Conclusions

Whilst interfaces for information retrieval have been esigely studied (for a good

overview of IR interfaces and their evaluation see Baezasrand Ribeiro-Neto (1999))

the same cannot be said for question answering systemsx&mpée, whilst this thesis

has introduced two QA systems, AnswerFinder and Varro ($epter 9 and Appendix

C respectively), the interfaces were not the focus of thesitwork and were designed
purely to please the author. Different interfaces displagweers in different ways with

differing levels of detail and as such can affect user cedtevaluations and should be
investigated further.

Lin et al. (2003) performed the only known user centred eatadm of a QA system. Their

evaluation, however, concentrated only on the amount dfestthat should be returned
with a correct answer and did not evaluate different intax$aor how the system should
respond if for instance no answer can be located.

For question answering to really move forward and becomedelwiused tool compre-
hensive user testing has to be undertaken to evaluate numaspects of their design
including but not limited to: how many answers should be ldiggd, how much context
should be given with each answer, how should failure to firehams be presented.

13.4.2 Information Retrieval Techniques

A number of the approaches to question answering introdurcéds thesis have made
use of techniques from the information retrieval communltge Lucene IR engine was
used for retrieving text in both the factoid and definitiorstgyns (Chapters 7 and 11
respectively) and IR techniques were also used for questassification and sentence
similarity (Sections 6.1.2 and 12.1 respectively).

All the retrieval approaches have used a standard vectaesgaking model (albeit
with a minor modification for thalt operator introduced in Section 6.2.2) and term
weighting has been determined using the basic TF.IDF mdMgiile this approach has
performed acceptably, it is possible that other approawsioesd provide higher perfor-
mance. A number of term weighting schemes have been dedaeriieh outperform the
basic TF.IDF weighting on specific collections. It is unc|dewever, if these alternative
term weighting schemes would also show improvements whatuated in the context
of QA. For example, Section 7.1 of this thesis makes refer@adhe fact that Lucene
using TF.IDF and Okapi using BM25 (Robertson et al., 1994¢tsmilar coverage per-
formance.

A number of approaches to recall enhancement, either by gxg@ansion or refinement,
have been introduced and evaluated in this thesis (Sectiar@ Chapter 11). More
traditional approaches, such as relevance feedback, loavean used even though they
may be able to contribute to improved IR performance withiend¢ontext of QA.

An interesting approach to experimenting with both muétitgrm weighting models and
recall enhancement techniques would be to adapt the tagfmigtroduced in this thesis
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to use the TerriérIR engine (Ounis et al., 2005) in place of Lucene. Terrienjutes
support for multiple retrieval models including TF.IDF, B9, and Ponte-Croft language
modelling(Ponte and Croft, 1998) and a number of recall obaent techniques. Using
Terrier would therefore allow experimentation with di#fet techniques whilst retaining
the same underlying document index allowing for a fair corigoa of the different ap-
proaches.

13.4.3 More Complex Answer Models

During the discussion in Chapter 8 of our approaches foraetitrg answers to factoid
guestions we suggested that intelligent tokenization ¢ésland numbers would allow
more accurate comparison of multiple answers. This approacld be extended to com-
pare other semantic types, further improving the comparafoanswers. For example,
measurements could be converted to a common unit and thepacedch Distance mea-
surements could all be converted to meters while weight oreagents could be con-
verted to grams. Determining if extending the answer comparin this way improves
performance would be relatively straightforward as we donbke use of the Google cal-
culatof. Not only does the Google calculator allow simple mathecahtxpressions to
be evaluated but it can also perform conversions betwe@arelift measurement units and
so is ideally suited to the task. In any real-world appli@atihowever, the comparisons
would have to be carried out much more quickly than would b&siide using a website
as part of the tokenization or answer comparison algorithm.

As well as considering the equivalence of answers, othetiogls between candidate
answers could be considered. For example, Dalmas and Wgtii&t) also consider
the inclusion of candidate answers when processihgre questions. Given a set of
all possible answer entities a complex answer model can h&trewted. In the reported
experiments WordNet was used to determine the inclusi@tioals. An answer model,
showing all the candidate answer instances found, for tlestqan“Where is Glasgow?”
can be seen in Figure 13.1.

Using just equivalence between possible candidate answtarices as a way of select-
ing an answer would result in London being returned as itésathly answer candidate
to appear twice. Taking into account inclusion would allowyatem to determine that
Glasgow is in Scotland which in turn is in Britain. This typeamswer model allows for
different answers to the same question to be returned (bmitid®d and Britain are cor-
rect answers) but more interestingly allows for answer gai@. Instead of returning a
single entity, as found in a relevant document, the systandda fact return a combined
answer such as “Scotland, Britain”.

Such an approach to inclusion could be incorporated in theaséc type answer ex-
traction component of Section 8.1. Of course there is noore#tsat inclusion should be

1 Available fromhttp://ir.dcs.gla.ac.ukfterrier/

2 http://www.google.com/help/calculator.html
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QueStion Entlty

I

Figure 13.1: Answer model féWhere is Glasgow?"(arrows stand foinclusionand linesequivalence

limited to locations. For instance, dates could be handéesimilar fashion. If the answer
candidates “23rd of July 1980”, “July 1980”, and “1980” wexetracted for a question
then while they could not be classed as equivalent, they easlated via inclusion.

The end of Chapter 8 discussed a number of limitations of ppraaches to answer
extraction. One of these limitations was the inability toagnise when a question did
not have an answer. Inclusion may also provide a way of détémmthat there is no

correct answer, or at least that none of the candidate asswech the system has found
are correct. The system could decide that there is no carester if the question entity
cannot be incorporated into the answer model, i.e. if it isincluded or does not itself
include any other node in the model.

13.4.4 Mixed Media Answers

One of the main motivations for the work in this thesis was with the continued growth

in the amount of unstructured information new more efficeatess methods were needed
to fully utilize this large store of knowledge. While for magears web search engines
have been an appropriate way of accessing the Internet,mbie and more the case
that there is simply too much information for these techagjto continue to be the most
appropriate way of searching the web.

To date, most of the research into question answering hadvesl’ around providing
textual answers to a question. As a replacement for web lsesgines this is an ideal
step as people are used to receiving text in response to \wethes (many people already
enter natural language questions as web search queries seeifo the switch to using
QA technology should be easy and instantly beneficial). Tissvars to many questions,
however, can be realised just as well, if not better througkeromediums.

Just as web search engines have moved into indexing coritenttban text (the Google
Image search is a good examP)I®A research is also beginning to focus on returning an-

3 http://images.google.com
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swers using varied media formats. For example, ashivigat is Hawaii’s state flower?”
should probably result in returning the phragellow hibiscus” as well as a picture of
the flower.

AnswerFinder (see Chapter 9) makes an initial attempt atngtg answer elaboration in

formats other than free text. For example, if the answer taestjon is a location then

(where possible) a link to a map showing the answer will alspriovided. This approach,

however, is limited in its scope as it relies on existing kiemige sources which can be
easily searched for items related to answers of a specifiarsigrrtype.

Extending QA systems to return answers which are more contpln a simple text
snippet would be beneficial to the users of such systems.ngatich complex answers
would also allow QA systems to answer a wider range of quesias well as providing
an easier way of answering certain question types. For ebegamging just text to answer
the questiorfWhat did Abraham Lincoln look like?”would require a description of a
few sentences in length, whereas systems which can makef wélkeen media formats
could answer this question by displaying a portrait of LincdQuestions such a%vho
was Benjamin Franklin?could be answered by displaying a biography, a portraislin
to maps of places he is associated with (where he was boad, lig buried, etc.) and
anything else the system deems to be relevant.

One such system is the Wee QA system (Ahn et al., 2004) in guatibh with an image
based renderer (Dalmas et al., 2004) developed during tKe2l@®4 Summer School.
Wee returns an illustrated summary of each different antupee it locates for a question,
where an illustrated summary is a text snippet and one or neteeant pictures.

13.5 Summary

This thesis has introduced a number of novel approachesstweaimg factoid and def-
inition questions. While the approaches do not outperfdiendurrent state-of-the-art
systems, when combined they result in a system which scbm&average when inde-
pendently evaluated within the TREC framework (the systenfigpms above average on
all three question types: factoid, list, and definition —Appendix E for details).

The motivation behind this thesis was not to produce a sththe-art QA system but
rather to investigate techniques which could be easily tgtded and also be used to
create QA systems capable of quickly answering questidns, therefore, encouraging
that not only are the techniques introduced in this thegslole of answering questions
relatively quickly but that their answer performance is\abaverage when independently
evaluated.

It is hoped that the ideas presented in this thesis will nrespthers to develop further
techniques for QA that will be even more effective than theailin this thesis alone
and will ultimately lead to the creation of high speed, higbwracy question answering
systems.
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How Many Books?

One of the problems encountered when dealing with textcidlies is envisioning exactly
how vast the collections can be. Often the size of a colladi@iven in gigabytes and it
can be difficult to visualise this in terms of printed wordsiefhwe are all used to dealing
with. This appendix gives equivalences for a number of gi@azes to allow the reader
to properly comprehend the size of collections such @sANT or the weB.

Byte

o 1 byte: a single character
Kilobyte (KB): 10% bytes

o 1 KB: A very short story

o 2 KB: A typewritten page
Megabyte (MB):10° bytes

o 1 MB: A small novel

o 5 MB: The complete works of Shakespeare
o 100 MB: A metre of shelved books

Gigabyte (GB):10° bytes

o 1 GB: A pickup truck filled with books

o 100 GB: A library floor of academic journals
Terabyte (TB):10'? bytes

o 1 TB: 50,000 trees made into paper and printed.

o 2 TB: An academic research library
o 10 TB: The print collections of the U.S. Library of Congress

Given these figures we can see that the Cystsic Fibrosis Bsggldhaw et al., 1991) at
5 MB is equivalent to the complete works of Shakespeare, themMNT collection at
approximately 3 GB is equivalent to three pickup trucksdiNeith books and the world
wide web at approximately 167 TB (Lyman and Varian, 2003hes¢quivalent of nearly
17 copies of every item in the print collections of the U.Srary of Congress.

! These figures originated in (Williams, Mid 1990s) which, emfinately, is no longer available.
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Small Web Based Question Set

For a number of experiments a small web based question seeguaised and the decision
was taken not to use questions which have been previoustiyasspart of a TREC QA

evaluation. This decision was taken after it had been ndtatthe TREC questions are
now appearing quite frequently (sometimes with correctvams) in the results of web

search engines. This could have affected the results of atyhased study. For this
reason a new collection of fifty questions was assembledri@ ses the test set.

The questions within the new test set were chosen to meetlibeving criteria:

1. Each question should be an unambiguous factoid questibinonly one known
answer. Some of the questions chosen do have multiple angitbough this is
mainly due to incorrect answers appearing in some web doagtane

2. The answers to the questions should not be dependent hpdimte at which the
question is asked. This explicitly excludes questions sckivho is the President
of the US?”.

We include the full test set here to allow other interestetigmto test systems over the
same question sets, although we ask that these questiohs ptaced in documents in-
dexed by web search engines, as this would defeat the puoptsetest set.

QO001: The chihuahua dog derives it's name from a town in whamtry?
Mexico

QO002: What is the largest planet in our Solar System?
Jupiter

QO003: In which country does the wild dog, the dingo, live?
Australia or America

QO004: Where would you find budgerigars in their natural FaBit
Australia
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Q005: How many stomachs does a cow have?
Four or one with four parts

QO006: How many legs does a lobster have?
Ten

QO007: Charon is the only satellite of which planet in the selesstem?
Pluto

QO008: Which scientist was born in Germany in 1879, becameissSaizen in 1901 and
later became a US citizen in 1940?
Albert Einstein
QO009: Who shared a Nobel prize in 1945 for his discovery ofitmgbiotic penicillin?
Alexander Fleming, Howard Florey or Ernst Chain
Q010: Who invented penicillin in 19287
Sir Alexander Fleming
QO011: How often does Haley’s comet appear?
Every 76 years or every 75 years
Q012: How many teeth make up a full adult set?
32
QO013: In degrees centigrade, what is the average human botpetature?
37,38 0r 37.98
QO014: Who discovered gravitation and invented calculus?
Isaac Newton
QO015: Approximately what percentage of the human body igrat
80%, 66%, 60 percent or 70 percent
Q016: What is the sixth planet from the Sun in the Solar Sy8tem

Saturn

QO017: How many carats are there in pure gold?
24

Q018: How many canine teeth does a human have?
Four

Q019: In which year was the US space station Skylab launched?
1973

Q020: How many noble gases are there?
6

Q021: What is the normal colour of sulphur?
Yellow

Q022; Who performed the first human heart transplant?
Dr Christiaan Barnard
Q023: Callisto, Europa, Ganymede and lo are 4 of the 16 mobnkich planet?
Jupiter
Q024: Which planet was discovered in 1930 and has only onavkreatellite called
Charon?
Pluto
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Q025: How many satellites does the planet Uranus have?
15,17,18 0r21
QO026: In computing, if a byte is 8 bits, how many bits is a ndibl
4
Q027: What colour is cobalt?
blue
Q028: Who became the first American to orbit the Earth in 196Praturned to Space in
1997?
John Glenn
Q029: Who invented the light bulb?
Thomas Edison
Q030: How many species of elephant are there in the world?
2
QO031: In 1980 which electronics company demonstratedtigsianvention, the compact
disc?
Philips
Q032: Who invented the television?
John Logie Baird
QO033: Which famous British author wrote "Chitty Chitty BaBgng”?
lan Fleming
QO034: Who was the first President of America?
George Washington
Q035: When was Adolf Hitler born?
1889
QO036: In what year did Adolf Hitler commit suicide?
1945
QO037: Who did Jimmy Carter succeed as President of the UStimes?
Gerald Ford
Q038: For how many years did the Jurassic period last?
180 million, 195 — 140 million years ago, 208 to 146 milliorays ago,
205 to 140 million years ago, 205 to 141 million years ago or
205 million years ago to 145 million years ago
Q039: Who was President of the USA from 1963 to 19697
Lyndon B Johnson
Q040: Who was British Prime Minister from 1974-19767
Harold Wilson
Q041: Who was British Prime Minister from 1955 to 19577
Anthony Eden
QO042: What year saw the first flying bombs drop on London?
1944

Q043: In what year was Nelson Mandela imprisoned for life?
1964

Q044: In what year was London due to host the Olympic Gamég,duldn’t because of
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the Second World War?
1944

QO045: In which year did colour TV transmissions begin in &nf
1969

QO046: For how many days were US TV commercials dropped afesidRent Kennedy’s
death as a mark of respect?
4

QO047: What nationality was the architect Robert Adam?
Scottish

Q048: What nationality was the inventor Thomas Edison?
American

Q049: In which country did the dance the fandango originate?
Spain

QO050: By what nickname was criminal Albert De Salvo bettemwkn?
The Boston Strangler
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Defining Terms with Varro

AnswerFinder (see Chapter 9) was developed as a simpldacgeto many of the ap-

proaches to factoid question answering detailed in Paitthis thesis. In a similar way

Varro! was designed to showcase and make publicly available theagipes to answer-
ing definition questions detailed in Part Il of this thesM/e have described just one
approach to definition question answering, unlike the mldtiechniques which were
developed for factoid QA, and this is the approach implemein Varrg.

Traditionally, users wanting a concise definition of an tgntir event would consult ei-
ther a dictionary or encyclopaedia. With the growth of theneaomputing market in the
early 1990s many people switched from paper based encyedasto electronic versions
such as Microsoft's Encarta. As technology advances wetraipid growth of the Inter-
net more people are ignoring encyclopaedias altogethetwandhg straight to the web
using search engines, such as Google, to find the requirednation. This information
is usually freely available unlike the hefty and expensiapgr based reference sets of
the 1980s or even the cheaper more accessible CD-ROM egjisoich as Microsoft’'s
Encarté.

The main problem with using a web search engine to try to definentity or event is that
the user may have to read a number of articles from differiées 0 build up a detailed
description which can be a time consuming exercise. Alsthalinformation about the
target will have to be copied from the pages to create a sigfimition; a task which
may well be time consuming and certainly is not necessarynwiseng an encyclopaedia
as all the information about a given target is presentedth@gen a single location. The
obvious advantages to using the web as a source of informiatibe wide range of topics
that are covered and the fact that it is being constantly cgdléoth by reputable news
agencies (for the definition of current events and figured) aso by people interested
in a wide variety of topics almost guaranteeing that somermétion will exist for any
target a user wishes to define.

1 Marcus Terentius Varro (116-27 BC) was a Roman scholar aaditst Roman encyclopaedist. He
compiled an encyclopaedia of the liberal arts entiflesciplinae(The Disciplines, 30 BC).

2 Freely available fronhttp://www.dcs.shef.ac.uk/ ~mark/phd/software/

3 http://www.microsoft.com/products/encarta/
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.‘ ¥ Varro ‘:J @‘ "

File Help

Welcome Definiendum: | Erookiyn | [ﬁ QeFine]

@ Session Histary . ; - —
~Aaron Copland Felated Articles: New York City

—-fmherst i
s W 2 horough of New ork City
-Emily Dickinson

--Leonard Bernstein ; i : .
B Mew Yark City proper comprises five boroughs © Brooklyn | the Brons,

—Mew York City Manhattan read more...
hitpefenwikipedia.orghwikiMew_Yaork_City

The Borough of Brooklyn consisted of the City of Brooklyn as well as several read
more...
hitp:iferanw. go-newyorkeity.coms

The Mew York City Charter mandates that the Brooklyn Borough Board, comprised
| of Barough President Marty Markowitz, Brooklyn City Council members and read
mare...

hitp:fiaenan. brooklyn-usa.orgf

new york city = new york « nyc = ny = manhattan = brooklyn = qUeens read more
hnp TRy g o-Newyo rke it.}r comf

BALC) strives to enrich the quality of life throughout Brooklyn by fostering,
encouraging and promoting the arts read more...
hitp:fiwewan. broaklynartscouncil.orgfindex.cfim

Figure C.1: Varro: a web based open-domain definition system

User Interface

An ideal application would therefore be an encyclopaedialwvinstead of having pre-
defined entries for a fixed number of targets would scour ttegtiet to construct an up-to-
date definition of any target it was given. This was the maeivebehind the development
of Varro, the user interface of which can be seen in Figure C.1

The interface consists of two main areas, the result disphagh contains: links to related
definitions, the WordNet entry for the target (if availabéa)d the definition composed
from relevant documents located via Google using the agprdatailed in the previous
chapters. The other part of the interface currently lise/jpus searches to enable the
user to go back and re-read a definition.

On average Varro takes approximately 21 seconds to cohstmew definition from the
wel#. Whilst this is a relatively long time compared to modern veelarch engines we
must take a number of things into account. Firstly Varro iggrening a much more
complex function than a search engine — producing a defmitiSecondly and more
importantly no work was carried out to optimise Varro for sgevhich would probably
have a dramatic impact on the performance. Given this 21nsiscdoes not seem an
overly long time in which to construct a definition.

4 When run on a PC with a 3GHz Pentium 4 CPU and 1Gb of RAM
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Comparison with other Web Based
Definition Question Answering Systems

As automatic definition creation is a relatively new resbkdield, there is little in the
way of publicly available systems which use the Internethasr tknowledge base. Two
systems that are known to the author are Googlefsmekeyword and DefSearch.

The most accessible definition system is the Google web lseargine. Users can get
multiple definition sentences simply by enteridgfine: wordas a query into Google’s
search interface, where word can be any target you wish toalefiror examplele-
fine: golden parachutsvill give a number of sentences which define the term ‘golden
parachute’ as among other things ‘compensation paid tdetogl-management by a tar-
get firm if a takeover occurs’. While providing many relevaahtences for a given target
it is unclear if any attempt has been made to remove redugdamt present a concise
definition. Many of the retrieved sentences relay the sarwernration. Very little infor-
mation is available about the implementation aspects afyetem although it is clear that
definitions are often drawn from the online version of WortiNas well as sites which
contain the wordslefinitionor glossarywithin their URL. Unfortunately while Google
seems to be quite good at providing definitions for inanino@jects or events it tends not
to provide any definitions for well known people.

Another online definition QA system is DefSeatciThis appears to be a development
of the definition component of thQUALIFIER system, entered in the TREC 2003 QA
evaluation (Yang et al., 2003), via the addition of hard aoii snatching rules (Cui et
al., 2004a; Cui et al., 2004b). Unfortunately the currerligly accessible version is
not capable of producing answers in real-time — the systelgs $uggests that it takes
between ten and twenty minutes to produce an answeis is a shame as the underlying
system achieved an F£5) score of 0.473 in the TREC 2003 QA evaluation (Yang et al.,
2003) and later work (Cui et al., 2004a) suggests the moshteersion of the system
can achieve an BE5) score of 0.539 over the same question set.

5 http://www.cogsci.princeton.edu/cgi- bin/webwn/
6 http://www-appn.comp.nus.edu.sg/ ~cuihang/DefSearch/DefSearch.htm

7 In the authors experience it can actually take a lot longan the stated twenty minutes for a definition
to be fully generated.
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Official TREC 2003 Results

A system comprised of early prototype versions of the seimappe extraction and
surface matching text patterns (see Sections 8.1 and &2atdgely) using the top 20
paragraphs retrieved fromQUAINT by Okapi, was independently evaluated as part of
the TREC 2003 question answering evaluation. This combsaystem is referred to as
shefl2simple inthe TREC reports (Gaizauskas et al., 2003; Greenwood aggién,
2004). The official results for the factoid and list compaisest the evaluation are given
belowt.

Factoid Questions

The factoid component of the evaluation consisted of 413tijues. The official pub-
lished statistics for the submission were:

Number wrong (W): 338

Number unsupported (U): 12

Number inexact (X): 6

Number right (R): 57

Accuracy: 0.138

Precision of recognizing no answer: 15/191 = 0.079
Recall of recognizing no answer: 15/ 30 =0.500

Figure D.1 shows how these results compare with those oftther ouns submitted as
part of the evaluation.

Of the 413 questions 12 were suitable for answering with thiease matching text pat-
terns described in Section 8.2, unfortunately none of theepe selected any answers,
correct or otherwise. This is probably due to the differeincthe style of language used

! The definition component of the entry was kindly provided lyr#tio Saggion, as the definition system
described in Part Il was not developed in time for the TREG2QA evaluation.
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Figure D.1: Official TREC 2003 factoid scoresi§ shefl2simple ).

| | Correct | Incorrect | Total |

AssigneduNKNOWN 119 27 146

Question Analysis Assigned known typg 241 26 267
Total 360 53 413

ReturneoNiL 15 176 191

Answer Extraction Returned an answer 42 180 222
Total 57 356 413

Table D.1: Summary of TREC 2003 factoid performance.

in web documents, over which the patterns were acquiredpaced to newswire arti-
cles from which we attempted to extract answers (see Gremhaod Saggion (2004) for
a fuller discussion of these failings). The semantic typeaetion system assigned an
incorrect type to 53 questions, 27 of these were typednasnowN (i.e. the answer ex-
traction component will make no attempt to answer them)ifgp26 questions for which
the system could only return answers of an incorrect semade. In total 146 of the
guestions were assigned theKNOWN type, so 267 questions were typed, 241 correctly.
The system returned NIL for 191 of the questions so the systamunable to find an
answer for 45 of the typed questions. Of the remaining 24 tipues, 18 have no known
answer leaving 223 questions to which the system couldneteorrect nomnnIL answer.
This is summarised in Table D.1.

Unfortunately Okapi was only able to locate answer bearamspges for 131 of the 223

guestions correctly assigned a type. This means that themoaxobtainable score for the
whole system is 0.317 (131/413), however, the official TREGres was 0.138 (57/413)
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Figure D.2: Official TREC 2003 list scoree is shefl2simple ).

which contains fifteen correctiL responses and so the system actually provided correct
supported nomiL exact answers for 42 questions giving a score of 0.102 wki8R 2%
of the maximum attainable score.

List Questions

The official average F{=1) score obtained by the system over the 37 list questioss wa
0.029. Figure D.2 shows how this result compares with thésesoother runs submitted
as part of the evaluation.

The system encountered similar problems when answeringisihquestions as when
answering the factoid questions as well as a problem spdoifiist questions. Over
the 37 questions the system returned 20 distinct correatemssachieving the B=1)
score of 0.029. Unfortunately the ability of the system toale a reasonable number
of distinct answers was offset by the fact that for each goeshany answers (i.e. all
those found) are proposed, dramatically lowering the preciand hence the F€l)
score. For example, within theQUAINT collection, there are seven known answers to
the questiorfWhat countries have won the men’s World Cup for soccef®’which the
system returned 32 answers only two of which were correahgia recall of 0.286 but a
precision of only 0.062.
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Official TREC 2004 Results

The system entered in the QA track of TREC 2004 consistedea$éimantic type extrac-
tion and surface matching text patterns (see Sections 8.8.20 as well as the WordNet
based extension to the semantic type extraction systerniedkita Section 8.1.2. The top
20 passages were retrieved fro@@aINT using the open-source Lucene IR engine. This
combined system, referred to sisefO4afv | is detailed in Gaizauskas et al. (2004).

The format of the 2004 TREC QA evaluation differs from prexdgears in that a number
of questions are asked about a given target (i.e. there ig smtion of context) — see
Voorhees (2004) for an overview of the task and the perfoomarf other participants.
An example scenario for target‘3jale Bopp comet’is:

Q3.1 (Factoid): When was the comet discovered?

Q3.2 (Factoid): How often does it approach the earth?

Q3.3 (List): In what countries was the comet visible on it l@turn?
Q3.4 (Definition): Other

This revised question format caused some problems for gtersg detailed in this thesis
as the systems described are designed to answer a singl®igniaons question whereas
the new question format requires that a question be corgiderrelation to a target,
other questions and possibly their answers. The two maioi@nus encountered with the
guestion format were:

* In many questions rather than the actual target a pronopeaap in it's place. The
system compensated for this by appending the target to theokethe question
if it was not already present. This was ample manipulatiothef question for
the IR component to retrieve relevant documents and in masgscalso allowed
the question analysis component to correctly type the qurestUnfortunately the
lower level type rules will type the question as Person (malemale) based only
on the presence of a pronoun (he or she respectively). Ranios target 4 i3ames
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Deanand Q4.4'Which was the first movie that he was in?8 typed as Person of
type male purely because of the presence of the prohgumhereas if it is typed at
all it should be of type ‘movie’ (whatever that relates tohe tunderlying question
classification set or hierarchy).

« Each of the 65 targets had a definition question associatadt\also referred to as
guestions of type ‘other’). The main problem with these gjoes stems from the
fact that the guidelines state that correct answers to ttteithand list questions
for a target will not be counted as valid nuggets for the estadun of the defini-
tion question. Brief testing during system developmentsdtbthat the system
struggled to remove sentences containing answers to tt@damnd list questions
without also removing other valid nuggets and hence decrg#se performance of
the system. For this reason no attempt was made to removeengwhe factoid
and list questions from the answers to the definition questio

It has been mentioned throughout this thesis that the lamg ¢g@al of open-domain QA
is to provide systems which can correctly answer questionsdl-time, i.e. as a possible
replacement for modern day web search engines. This QAmsystewered all 351 ques-
tions in roughly 75 minutes which equates to approximat8lgdconds per questiba a
not unreasonable length of time to have to wait for an answer.

The following sections detail the results for the threeed#ht question types. It is in-
teresting to note that all three results are above the mddiah mean) of the submitted
systems, which is a definite improvement over the prototygeesns evaluated as part of
TREC 2003 (see Appendix D) for which the results were all Wwalwe median. Of the 28

participating groups thehefO4afv  run was rankedd (when all three question types
were combined) with it ranking 8out of the 63 submitted runs.

Factoid Questions

The factoid component of the evaluation consisted of 23Gtijes. The official pub-
lished statistics for the run were:

Number wrong (W): 170

Number unsupported (U): 4

Number inexact (X): 7

Number right (R): 49

Accuracy: 0.213

Precision of recognizing no answer: 3/42 =0.071
Recall of recognizing no answer: 3/22 =0.136

Figure E.1 shows how these results compare with those othiee mins submitted as part
of the evaluation.

1 The PC on which the run was performed was a 2.2GHz Pentiumm5A2Mb of memory.
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Figure E.1: Official TREC 2004 factoid scoresi¢ shefO4afv ).
| | Correct | Incorrect | Total |
AssigneduNKNOWN 27 5 32
Question Analysis Assigned known typg 177 21 198
Total 204 26 230
ReturnedviL 3 39 42
Surface Matching Pattern 0 1 1
Answer Extraction ~ Semantic Type Extractio 44 134 178
WordNet Extension 2 7 9
Total 49 181 230

Table E.1: Summary of TREC 2004 factoid performance.

Question analysis was such that of the 230 factoid questibnsas answered by the
surface matching text patterns, 188 by the semantic typaaidn component, and 9
by the WordNet based extension to the semantic type exdrastistem. The remaining
32 questions were assigned thekNOWN type. Unfortunately 21 of the 188 questions
answered by the semantic type extraction system were ityrtyped reducing the
maximum number of questions which could be correctly ansd/gr 177 (i.e. a maximum
attainable score of 0.770). This analysis is summarisedlnelE. 1.

Given the way the system was able to classify the questianeftitial score of 0.213 is
approximately 30% of the maximum attainable score althaigi the correct answers
wereNIL responses returned as the answer type could not be deterfronethe question
and so the system actually returned correct Rananswer for 46 questions giving a score
of 0.200 — 26.0% of the maximum attainable score.
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Figure E.2: Official TREC 2004 list scores is shef04afv ).

List Questions

The official average F{=1) score over 55 list questioh& the evaluation was 0.125.
Figure E.2 shows how this result compares with the other #tduhruns.

Of the 55 list questions 44 were answered by the semanticexyaction system (2 of
which were answered by the WordNet extension). Unfortupd&ieof these questions
were assigned the wrong answer type and so could not be sfidbesnswered. No
answers were given for the remaining 11 questions which wia@ UNKNOWN type’.

The main reason behind the improvement of the system comhparthe performance
in the TREC 2003 evaluation is the way in which the systemrdetees the number of
answers to return for each question. For the TREC 2003 eN@futhe system simply
used the factoid QA system to locate all possible answergteeation all of which were
then returned as answer to the list question. Unfortunatgliie this approach is capable
of finding correct answers to the list questions it also eggs many wrong answers to
each question which swamps the correct answers resultiagetatively high recall but
an exceptionally low precision.

2 The original question set contained 56 questions, how&25,.4 was discarded as it has no known
answers in the AUAINT collection which contravenes the evaluation guidelines.

3 The evaluation guidelines do not allow a system to retusnaresponse for a list question, unlike with
the factoid questions, and so when the system does not knavichanswer a list question the system
response iI¥NKNOWN with the doc ID APW19980601.0003.
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Figure E.3: Official TREC 2004 definition scoresi¢ shef04afv ).

For the TREC 2004 evaluation a more sensible approach wastetito limit the num-
ber of answers returned per question without reducing thebeun of correct answers
returned. If the system finds 10 answers or less for a queitemthey are all returned.
On the other hand if more than 10 answers are located therrgh&@iare returned along
with any further answers which have a confidence score ofd@.@Bove (calculated using
Equation 8.1).

Over the 55 list questions this more refined approach to ansglection resulted in the
locating of 54 distinct correct answers to give the£1) score of 0.125 while returning on
average 8.5 answers per question with at least one correeeaiidown from the average
per question with at least one correct answer of 20.75 fol REC 2003 evaluation).

Definitions

The official average F{=3) score for the 64 definition questidnssed in the evaluation
was 0.312. Figure E.3 shows how this result compares witbetlod the other runs sub-
mitted for evaluation.

Of the 64 definition questions, which were evaluated, théesysreated a definition for
all but two questions. Unfortunately of the 62 definitions #ystem constructed only 44

4 There were originally 65 questions, however, Q7.4 was njextgred — no reason has yet been given by
NIST as to why the question was discarded.
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of them contained at least one nugget deemed vital by thesmsealthough most of the
other 18 definitions did contain one or more acceptable nsdyd were never the less
awarded a score of O (see Section 3.1.3 for a full descrigtidhe evaluation metric).
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The system entered in the QA track of TREC 2005 consisted pfomements to the
semantic type extraction and surface matching text pat{@ee Sections 8.1 and 8.2), the
WordNet based extension to the semantic type extractidesydetailed in Section 8.1.2,
and a simple noun chunk system, detailed later in this appgiod boosting performance
when answering list questions. The top 20 passages welevestifrom AQUAINT using
the open-source Lucene IR engine. This combined systenfeised to ashef05Img

in the description by Gaizauskas et al. (2005a).

The format of the TREC 2005 QA evaluation follows the formathe 2004 evaluation
(see Appendix E), the only difference being that the targatsnow be events as well as
entities. For example the target of question set 66 Rassian submarine Kursk sinks”
about which the following questions were asked:

Q66.1 (Factoid): When did the submarine sink?

Q66.2 (Factoid): Who was the on-board commander of the stibeta
Q66.3 (Factoid): The submarine was part of which Russiati?flee
Q66.4 (Factoid): How many crewmen were lost in the disaster?
Q66.5 (List): Which countries expressed regret about thg7o

Q66.6 (Factoid): In what sea did the submarine sink?

Q66.7 (List): Which U.S. submarines were reportedly in tfea@
Q66.8 (Definition): Other

Allowing targets to be event descriptions (rather thanmashed entities, e.gWorld War
[I” ) makes it more difficult to modify the questions to include tharget as the targets are
less structured and harder to process.

For this evaluation the approach we used to combine quaséind targets in the TREC
2004 evaluation was extended to use both pronominal andraooreference resolution.
For example, consider the seven questions for targetMérck & Co.”, for which the

processed questions are shown in Figure F.1. Note that pipioach does not always
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Question Original and Modified Question

Number
75.1 Where is the company headquartered?

Where is Merck & Co. headquartered?

75.2 What does the company make?

What does Merck & Co. make?

75.3 What is their symbol on the New York Stock Exchange?

What is Merck & Co.'s symbol on the New York Stock Exchande?

75.4 What is the company’s web address?

What is Merck & Co.'s web address?

75.5 Name companies that are business competitors.

Name companies that are business competitors.

75.6 Who was a chairman of the company in 19967

Who was a chairman of Merck & Co. in 1996?

75.7 Name products manufactured by Merck.

Name products manufactured by Merck & Co.

Table F.1: Examples of combining questions and their aasetitarget.

result in a independent question, for example question @&nbot be answered without
reference to the target. In cases such as these the targeplyg appended to the question
to enable relevant documents to be located. It should be, tleavever, that in the other
guestions the target has been successfully inserted imguibstion including the addition
of possessives where necessary.

In this evaluation 40 of the 455 factoid and list questionsldaot be modified to in-
sert the target. This has consequences during retrievabhasaering of the question.
The insertion failed mainly because the reference to thgetavas made by a nominal
expression or an ellipsis instead of a pronominal expreséibe first flight” for space
shuttles or'the center” for Berkman Center for Internet and Society). Of the renragni
405 questions whilst the target was inserted in the quegsti@enfew cases this resulted
in badly formed or misleading questions. For example qaestD.4 wasWhat was the
affiliation of the plane?” for the target‘Plane clips cable wires in Italian resortfor
which this approach produced the questidrhat was the affiliation of Plane clips cable
wires in Italian resort?”.

The following sections detail the results for the threeed#ht question types. It is in-
teresting to note that all three results are above the mddiah mean) of the submitted
systems, which is a definite improvement over the prototygeesns evaluated as part of
TREC 2003 (see Appendix D) and continues the work evaluatquhet of TREC 2004.
Of the 30 participating groups ttehef05Img  run was ranked@ (when all three ques-
tion types were combined) with it ranking 2®ut of the 71 submitted runs.

Factoid Questions

The factoid component of the evaluation consisted of 36&tijues. The official pub-
lished statistics for the run were:
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Figure F.1: Official TREC 2005 factoid scorasi¢ shef05Img ).
| | Correct | Incorrect | Total |
AssigneduNKNOWN 32 31 63
Question Analysis Assigned known typg 259 40 299
Total 291 71 362
ReturnedviL 4 76 80
Surface Matching Pattern 1 2 3
Answer Extraction =~ Semantic Type Extractio 68 209 277
WordNet Extension 0 2 2
Total 73 289 362

Table F.2: Summary of TREC 2005 factoid performance.

Number wrong (W): 271

Number unsupported (U): 6

Number inexact (X): 12

Number right (R): 73

Accuracy: 0.202

Precision of recognizing no answer: 4 /80 = 0.050
Recall of recognizing no answer: 4 /17 =0.235

Figure F.1 shows how these results compare with those ofthiee nuns submitted as part
of the evaluation.

Question analysis was such that of the 362 questions onlw288 assigned a type while
63 were labelleddNKNOWN. Of the 299 typed questions 291 were assigned the correct
type and 31 of the ones labelled askNOWN should have been assigned a type by the
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Figure F.2: Official TREC 2005 list scoreei6 shefO5img ).

classifier. This gives a question classification accurac8#% — this means that the
maximum attainable score after question classificationde4

The distribution of questions between the different an®x&action components is shown
in Table F.2. These results show that the majority of theemranswers were returned
by the semantic type extraction approach of Section 8.1s iBhainly due to the lack of
pattern sets developed to use as surface matching patéghes than any problem with
the approach. The official score of 0.202 is 25% of the maxinatt@inable score af-
ter question classification. This is a similar to the TREC20@rformance reported in
Appendix E, whilst the task has become harder with the amldibf events as possible
targets.

List Questions

The official F(3=1) score over the 93 list questions in the evaluation wag®.Figure
F.2 shows how this result compares with the other submitted.r

Of the 93 questions 20 could not be answered using the agpFsac answering factoid
guestions detailed in this thesis. For these questionssiiwsumed that the answer would
be one or more noun phrases, and so all noun phrases in themdotauretrieved for the
guestions were extracted and then ranked in the same masaaswers found by the
semantic type extraction system. This had the affect oh#ligncreasing the F measure
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score from 0.072 to the official score of 0.076 as an extra tindisanswers were found
using this method.

The number of answers to return for each question, regardfds®w they were extracted,
was calculated in the same as in TREC 2004 (see Appendix EYwvimits the number

of returned answers in a bid to boost precision while not lgw&ifecting recall so as to
maximize the F¢=1) score for each question.

Definitions

The official average FF{=3) score for the 75 definition questions used in the evaloati
was 0.160. Figure E.3 shows how this result compares witbetlod the other runs sub-
mitted for evaluation.

Of the 75 definition questions, the system created a definfbio all but six questions.
These failures to produce a definition were due to the tamngeigssing not being able to
correctly determine the focus and qualification (see Sedtihl). Four of the six targets
were organizations together with their common abbrewuatgog. “United Parcel Service
(UPS)”). For these targets the focus was wrongly determined to $tetle first word
which led to poor IR and the inability to find relevant sen&snfrom which to construct
the definition.
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Of the 69 definitions which the system constructed only 38nhefht contained at least
one nugget deemed vital by the assessors. There were 13idaBnvhich did contain
one or more non-vital nuggets but which were neverthelessded a score of O due
to the evaluation metric (see Section 3.1.3). The fact thatetvaluation metric insists
that at least one vital nugget be present for the definitioactieve an non-zero score
means that the performance of the systems is not truly repted. A possible approach
to evaluating definition questions which does not sufferhe same way is described
by Lin and Demner-Fushman (2005). Their approach applieghi®to each nugget to
represent their importance rather than making a binarysaetbetween vital and non-
vital.

It is interesting to note that of the 23 questions for whiclnggets were retrieved 9 were
of the new target type event. In fact the definitions for 14@f18 event targets contained
no vital nuggets and hence scored 0. This shows that thensysteeloped in Part 11l of
this thesis needs further development before it is capdipeoalucing useful definitions
of events.
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