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Abstract

This paper proposes a deformation technique called

Planar Bones, derived from Surface-oriented Free

Form Deformations, and explores its application to the

context of Facial Animation. The warping method pro-

posed uses as the control input a polygonal mesh, which

is built as a triangulation of the Feature Points de-

fined by MPEG-4. A strong correspondence between

the facial geometry and this control structure is main-

tained throughout the animation, overcoming the issues

of many of the current systems defined using this stan-

dard.

1 Introduction

The Motion Picture Experts Group (MPEG) has de-
vised a paradigm of Facial Animation (FA) encoding
and compression that significantly improves the per-
formance in transmission of FA data in comparison
with other non content-oriented representations, such
as compressed video. Indeed the advantages in terms
of bandwidth requirement are enormous, moving from
hundreds of kilobits per second, in the case of video
capture, down to 2-5 kbit/s for an average MPEG-4
FA stream.

The method described by the standard [6] consists of
the application of the usual MPEG compression tech-
niques, like Discrete Cosine Transformation analysis,
coefficient quantization and Run-Length Encoding, to
a stream sampling the variation in time of 69 Facial
Animation Parameters (FAPs). These describe, at a
high level, face configurations as the weighted combi-
nation of a series of basic actions, generally related to a
precise facial region, but also comprising global move-

Figure 1. Feature Points distribution on a ref-
erence face.

ments such as head tilt and jaw rotation.

These basic actions are expressed as displacements
of a set of 84 Feature Points (FPs) mapped on the head,
whose layout for a neutral face configuration is shown
in Figure 1. The subsequent adaptation to a partic-
ular physiognomy is achieved by means of expressing
the placement of these FPs in terms of five Facial Ani-
mation Parameter Units (FAPUs) (see Figure 2); these
strive to capture the most distinctive characteristics
that set apart several individuals. Not only the distri-
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Figure 2. Facial Animation Parameter Units.

bution, but also the magnitude of the displacement of
the Feature Points, while representing animation, is de-
pendent on the FAPUs, thus allowing reuse of motion
on different face anatomies.

The location of these FPs constitute the lowest
level of abstraction that can be extrapolated from an
MPEG-4 definition of a facial configuration, accord-
ing to the standard. Therefore any animation system
based on this standard for building a geometric repre-
sentation of a face should take them as control input.
The following subsection introduces the solutions given
in the present literature.

1.1 Facial Animation systems based on MPEG-4

Some approaches, such as Wireface [7] or the more
popular Candide [1, 16], use a very simplistic face
representation built as a triangulation of the Feature
Points. This allows direct translation of the output
of the MPEG-4 decoding into animation. However the
limited quality of the representation makes this method
unsuitable for many contexts.

When a more detailed geometric representation of
the face is required, its deformation has to be extrap-
olated from the MPEG-4 definitions. At a high level
of abstraction, it can be parameterised directly by the
FAPs, disregarding FPs. This is the procedure followed
by Kalra and other MiraLab researchers [8, 9] in their
reference implementation of an MPEG-4 Facial Ani-
mation client, MiraFace [7]. FAPs are used to control
Free Form Deformation lattices that adapt the targeted
geometry to reflect a given facial configuration. This
volumetric warping technique [2, 17] performs a highly
continuous deformation that maintains the smoothness
of the skin; however it is not that convenient for han-
dling contours and boundaries, such as the eye and
mouth openings. Moreover, using a parameterisation
based on FAPs requires specific setup of the control
structures to fit every physiognomy, and the portabil-
ity across different faces achieved in this way is not

backed by the standard.

In [5], Gachery and Thalmann propose another
animation technique also controlled directly through
FAPs. In this case the specification of Facial Animation
Tables (FATs), also provided by MPEG-4, is adapted
to provide a customizable control of the interpolation
of morph targets associated with every FAP. However
this approach means that all the extreme deformations
of a given face for, at least, the 66 low-level FAPs have
to be modelled. An alternative technique that doesn’t
suffer from this drawback is the one proposed by Noh
et al. [14]. It defines a way of translating deformation
between different face geometries by defining a map-
ping of the displacement function over the domain of a
flattened triangulation of the MPEG-4 FPs. It still re-
quires the definition of morph targets for the reference
face, but then they can be extrapolated to others.

In the works of Kshirsagar et al. [10] and Pasquar-
iello et al. [15], deformation of the geometry represent-
ing the face is achieved by means of a weighted inter-
polation of FP displacements. While these techniques
follow more closely the definitions of the standard, their
application to the skin surface is inappropriate, since
they ignore its connectivity when performing the defor-
mation; what they actually perform is akin to pinch-
ing of circular regions, rather than a surface-consistent
warp. This results in visually noticeable artifacts.

Recent contributions [13, 4] propose using Radial
Basis Functions (RBFs) to build a warping function in-
terpolating the displacements experienced at the FPs.
They produce better results than the weighted interpo-
lation described before; however imposing constraints
on the regions of affection of certain control points,
in order to prevent transmission of deformation across
discontinuities, proves quite difficult in practice. The
use of methods like edge-based metrics or fixed parti-
tioning alters the properties of the RBFs, making the
interpolation they perform unstable.

1.2 Our approach to MPEG-4 Facial Animation

We suggest the application of a deformation algo-
rithm based on Planar Bones. It consists in a refor-
mulation of Surface Oriented Free Form Deformations
[19] that solves many of the issues that arise in the
practical use of this technique for Facial Animation.
The resulting method provides controllable locality of
deformation as well as a strong surface to surface cor-
respondence with a polygonal mesh used as a control
structure.

A diagram representing the process performed by
the proposed Facial Animation framework is depicted
by Figure 3. Before discussing their use in Facial An-
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Figure 3. Implementation of MPEG-4 Facial An-
imation using Planar Bones.

imation, we will introduce Planar Bones as a general
warping method.

2 The Planar Bones deformation algo-

rithm

The main purpose of deformation algorithms is
to provide a parameterisation of a geometric warp
that provides simplicity in deformation control with-
out compromising expressivity in terms of achievable
warped configurations. Surface-oriented Free Form De-
formations (SoFFDs) [19] accomplish this by defining
a mesh to mesh mapping between the control surface
and the deformation target. Large scale warps are eas-
ily performed with a coarse control mesh, while finer
ones can be achieved by refining this control structure
in precise regions.

SoFFDs have been satisfactorily applied for char-
acter animation purposes and implemented in com-
mercial 3D packages. They provide better control
than Axial Deformations [11] for skeletal animation
[12, 3, 18, 20]. Triangles are used as control elements,
instead of segments, and arranged as a wrapping de-
limiting the extents of the deformed regions. However
this method suffers from similar issues to those of its
axial counterparts when control elements are stretched
or sheared, which is something that inherently happens
in Facial Animation.

RB,0RB,1

RB,2

RC,0RC,2

RC,1

RA

Figure 4. Affection volume regions for Planar
Bones.

Correcting these artifacts is the aim of the reformu-
lation of SoFFDs as Planar Bones. First we provide a
definition of the original algorithm that is more conve-
nient for the analysis of the problems it presents, and
then we rebuild the expression in a way that overcomes
them.

2.1 Formulation of Surface-oriented Free Form
Deformations

As discussed before, SoFFDs share an identical basis
with linear Axial Deformations (more popularly known
as Bones), but using the plane spanned by a triangular
element, instead of a segment, to drive the deformation.
We start with a single control element before extending
this to combinations.

Consider the triangle defined by vertices O, P , Q,
which moves into a configuration spanned by o, p, q.
The image of a point S in the deformed geometry will
be given by:

s = o + (S − O)
(

AOPQ
)−1

Aopq (1)

where the transformation matrices AOPQ and Aopq

are defined as follows:

Almn =





(m − l)
(n − l)
nlmn



 (2)

with the plane normal vector nlmn given by:

nlmn =
(m − l) × (n − l)

‖(m − l) × (n − l)‖
(3)

The targeted geometry has to be partitioned in order
to achieve locality in the deformation; this is performed
by using a function of the distance to the control ele-
ment to delimit its volume of affection. Computing the
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distance itself requires particularization for certain re-
gions of this affection volume; the segmentation used
is represented in Figure 4.

In order to determine the partition a geometric el-
ement S belongs to, a first classification can be made
according to the barycentric coordinates (u, v, w) of its
projection over the control triangle OPQ:

R’B,0R’B,1

R’B,2

R’C,0R’C,2

R’C,1

RA

∀S, (u, v, w) = Baropq(
∏

opq
(S))















































(u ≥ 0) ∧ (v ≥ 0) ∧ (w ≤ 1) ⇒ S ∈ RA

(u ≥ 0) ∧ (v < 0) ∧ (w ≤ 1) ⇒ S ∈ R
′
B,0

(u ≥ 0) ∧ (v ≥ 0) ∧ (w > 1) ⇒ S ∈ R
′
C,1

(u < 0) ∧ (v ≥ 0) ∧ (w ≤ 1) ⇒ S ∈ R
′
B,1

(v < 0) ∧ (w > 1) ⇒ S ∈ R
′
C,2

(u < 0) ∧ (w > 1) ⇒ S ∈ R
′
B,2

(u < 0) ∧ (v < 0) ⇒ S ∈ R
′
C,0

(4)

Candidate regions R
′
B,i and R

′
C,i are subsequently

used to determine the which vertices lie in the apex
and edge regions RB,i and RC,i:

∀S ∈ R
′
B,i











ci(S) < 0 ⇒ S ∈ RC,i

ci(S) ∈ [0, ‖ei‖] ⇒ S ∈ RB,i

ci(S) > ‖ei‖ ⇒ S ∈ RC,i+1

(5)

∀S ∈ R
′
C,i











ci−1(S) ≤ ‖ei−1‖ ⇒ S ∈ RB,i−1

(ci−1(S) > ‖ei−1‖) ∧ (ci(S) < 0) ⇒ S ∈ RC,i

ci(S) ≥ 0 ⇒ S ∈ RB,i

(6)
where for every triangle LMN:

ej = {L,M,N}j+1 − {L,M,N}j

cj(S) =
(S−{L,M,N}j)·ej

‖ej‖

(7)

and all indices must be taken modulus 3. This also
applies for the equations in subsection 2.3.

Figure 5. Confluence of the affection volumes
of different Planar Bones (shaded).

Once determined the region in Figure 4 that the pro-
jection of S belongs to, the distance from the control
element to this point is trivially computed from either
a plane (RA), a line (RB,i) or a point (RC,i).

2.2 Combining the effects of several control ele-
ments

When a triangle mesh of control elements is used to
conduct the deformation, individual affection volumes
become coincident, as depicted by Figure 5. In order
to handle this situation, we can define the deformed
image of any vertex Si as the weighted combination of
the contribution of affecting control elements, in the
same way that Bones do for skeletal animation:

si =
∑

j

wijs
j
i (8)

where s
j
i is the image of Si according to the jth control

element that it is attached to, evaluated using Equa-
tion 1.

The weighting wij is computed as a function of the
distance from the vertex to the correspondent con-
trol triangle (dij). Candidate weighting functions must
evaluate to 1 when the distance is 0 and vanish when it
approaches the radius of the affection volume (rj), in
order to produce continuous deformation. Smoothness
in this decay is also desirable, therefore highly differen-
tiable functions (over the interval [0, rj)) are preferred.
The function we use is:

wn
ij =

{
(

1
2

(

1 + cos
(

dij

rj
π
)))n

if rj > dij

0 otherwise.
(9)
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a) r = 0.25 b) r = 0.5

c) r = 2.5

Figure 6. Variation of the affection volume ra-
dius of SoFFD control elements: a) part of the
cheek is not moved; b) correct deformation;
c) other regions are also affected.

The interpretation of the relation between the con-
trol structure of the warping algorithm and the geom-
etry it is applied to is significantly different from that
given in skeletal animation. Bones are used in contexts
where the control segments lie along the axes of the
limbs, which are generally cylindrically shaped. This
makes the definition of the radius of the affection vol-
ume quite intuitive, i. e. that of the cylinder that
encompasses the deformed section of the limb. In the
case of SoFFDs the control structure is going to be
defined in a way that approximates the deformed sur-
face. Therefore determining the radius of the volume
of influence of every control element is not trivial for
surfaces that alternate convex regions with concavities,
such as the skin of the human face. In these cases a
careless selection of this parameter can easily result in
part of the geometry being left out of the extents of the
deformation domain, and not affected by the changes
in the control structure, as shown in Figure 6.a. On the
other hand overextending this parameter could under-
mine the locality of the warp, making its control rather
difficult. This is illustrated by Figure 6.c.

SoFFDs are extremely dependent on the definition
of Euclidean distance from a targeted vertex to the cor-
responding control element. However, this magnitude
is not guaranteed to be preserved through the defor-

a) Confluence of four affection volumes

b) Confluence of three affection
volumes on the boundary

Figure 7. Distortions experienced in the appli-
cation of SoFFDs: the tip of the nose (a) and
extreme of the cheek (b) are overwarped.

mation process, since the involved transformations are
anisometric, potentially involving scaling and shearing.
This means that the extents of the affection volumes
are also scaled and sheared, breaking the correspon-
dence of their contained geometry with the control
surface. This fact is especially noticeable at joins be-
tween several control elements, where the contribution
of their associated distortions becomes constructive, as
shown in Figure 7. The Planar Bones deformation al-
gorithm redefines the expression of the SoFFD warp,
particularizing it for each of the regions of the affec-
tion volume and thus overcoming the described incon-
sistency.

2.3 The Planar Bones reformulation

As can be deduced from the expressions given in
subsection 2.1, only the vertices contained in extremal
regions of the affection volume may suffer from varia-
tion in their distance to the corresponding triangular
element through the deformation. RA remains imper-
vious to this effect since its warp is consistent with that
of the control triangle.

For each of the regions RB,i and RC,i, we define
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reference frames Bi and Ci as follows:

Blmn
i =





ei
ei×nlmn

‖ei×nlmn‖

nlmn



 (10)

Clmn
i =







ei×nlmn

‖ei×nlmn‖
ei−1×nlmn

‖ei−1×nlmn‖

nlmn






(11)

where nlmn is the normal of the control triangle lmn

as defined in (2).
For S belonging to regions RB,i Equation 1 is refor-

mulated using Equation 10:
∀S ∈ RB,i,

s = {o, p, q}i+(S − {O,P,Q}i)
(

B
OPQ
i

)−1

B
opq
i (12)

It follows from the definition of Blmn
i that, using the

previous expression, this region of the control volume is
not subject to any anisometric deformation other than
the scaling along the associated triangle edge. Since
the distance is computed from this segment, it remains
constant through the deformation.

A similar approach is not applicable for regions RC,i,
since the transformation matrices Clmn

i may exhibit
shearing, resulting in the whole deformation varying
the distance in a non-linear way that can not be cor-
rected by just modifying the transformation matrix it-
self. A more complex treatment is therefore required.

The deformation for the apices is reformulated by
intercalating a non-linear scaling term between the two
transformation matrices:

∀S ∈ Ri,

s = {o, p, q}i+

(S − {O,P,Q}i)
(

C
OPQ
i

)−1

Diag







Di(S)
di(S)
Di(S)
di(S)

1






C

opq
i

(13)
For a column vector v of dimension N , Diag(v) is

defined as the N×N diagonal matrix with elements vj .
The coefficients Di(S) and di(S) of (13) are formulated
as follows:

Di(S) = ‖
∏

opq
(S) − {O,P,Q}i‖

di(S) = ‖
(
∏

opq
(S) − {O,P,Q}i

)

(

C
OPQ
i

)−1

C
opq
i ‖

(14)
The application of this reformulation corrects the

SoFFD issues described in the previous subsection, as
demonstrated by Figure 8. This comes at the cost of

a) Confluence of four affection volumes

b) Confluence of three affection
volumes on the boundary

Figure 8. Application of the given reformula-
tions to the previous examples, exhibiting no
distortions.

reducing the degree of continuity in the deformation
down to C0, because of this particular case discrimina-
tion; however the blending function used in overlapping
affection values attenuates this so that surfaces appear
smooth.

3 Application of Planar Bones to

MPEG-4 Facial Animation

The MPEG-4 FP set provides a suitable control in-
put for the application of Planar Bones to the deforma-
tion of a highly detailed face geometry; it only requires
to be triangulated in order to build a proper control
mesh. Figure 3 shows the triangulation we use.

Another requirement of Planar Bones is to deter-
mine the affection radius for each control element. In
order to achieve this, we find the closest feature point
to a given triangle (control element) and use a fraction
(user defined parameter) of this distance. This is done
for each control element such that every vertex of the
targeted face geometry is included in at least one affec-
tion volume. Locality of deformation is also preserved
by this procedure.

Even with these considerations, the Planar Bones
formulation doesn’t take into account discontinuities
along the targeted surface, and in Facial Animation
terms that can result in an undesired transmission of
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a) Lips and jaw

b) Eyelids

Figure 9. Texture maps used to mask the af-
fection regions.

deformation across the mouth and eye openings. Some
MPEG-4 animation systems use static partitioning of
the geometry [15] or edge traversals [10, 13] to treat
this problem. However these techniques prove to be
extremely dependent on a proprietary face representa-
tion, and difficult to adapt to a new one. Our imple-
mentation tackles this problem by means of masking
the affection regions with texture maps, which can be
intuitively provided as part of the modelling process.
The textures used in our samples are shown in Figure 9.

The control paradigm constructed in this way not
only permits automated input coming from an MPEG-
4 stream, but also may be suitable for performing artis-
tic gesture editing and animation. Using the approach
outlined in Figure 3, Figure 10 shows gestures produced
by displacing the MPEG-4 FPs.

4 Conclusions

Planar Bones provide a very convenient deformation
paradigm for Facial Animation and, as demonstrated in
this paper, the MPEG-4 FA standard can be adapted in
order to provide the necessary control input. Our sys-
tem also attempts to define a simple method for includ-
ing new face definitions; its only requirements, besides
the placement of the MPEG-4 FPs, are to properly es-
timate the scale factor for the whole affection volume,
and to define texture maps that mark the regions de-
formed by those control elements lying on boundaries
of the eye and mouth openings.

One of the principal virtues of the deformation al-
gorithm used is that it benefits from the same effi-
ciency of typical character skinning approaches, such

as Bones, and it can also be implemented with a pro-
grammable hardware transformation pipeline, such as
those present in current graphics cards. This permits
the integration of highly detailed face representation,
like the one used in the samples provided (∼14k poly-
gons), in interactive content.

Reflecting more precise characteristics of the tissue
behavior, such as appearance of bulges and creases,
is not directly possible since the deformation is con-
ducted without any physical consideration. However
they could be extrapolated from a deformation analy-
sis after the application of the warp. Further research
is currently being conducted in this direction.
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(a) sadness

(b) joy

(c) anger

Figure 10. Sample of facial gestures gener-
ated with Planar Bones using the MPEG-4 pa-
rameterisation.
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