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Abstract
Teleconference participants often multitask: they work on
a text-based ‘foreground’ task whilst listening in the ‘back-
ground’ for an item of interest to appear. Audio material should
therefore be presented in a manner that has the smallest possible
impact on the foreground task without affecting topic detection.
Here, we ask whether dichotic or spatialised audio presentation
of a meeting is less disruptive than the single-channel mixture
of talkers normally used in teleconference audio. A number of
talker location configurations are used, and we examine how
these impact upon a text-based foreground task: finding all let-
ter ‘e’ occurrences in a block of text. Additionally, we exam-
ine the effect of cueing the listener to direction or gender and
record listener preferences for audio presentation style. Our re-
sults suggest that spatialised audio disrupts the foreground task
less than single-channel audio when direction or gender is cued.
Index Terms: multitasking, spatialisation, teleconference

1. Introduction
It has been estimated that the average American employee
spends approximately 6 hours per week in scheduled meetings
with workers higher in the organisation spending more than 20
hours per week in meetings [1]. The desire to reduce the finan-
cial burden of meetings (e.g., travel costs, etc.) coupled with
rapid developments of IT and communication technologies have
lead many organisations to adopt ‘virtual meetings’ [2].

However, despite increasing meeting commitments, em-
ployees are still expected to meet their productivity goals as
normal. In order to achieve this, it is becoming increasingly
common for participants — generally located at their office desk
— to multitask during virtual meetings [3]. Participants in vir-
tual meetings are simultaneously present in two (or more) in-
teractional spaces. These interactional spaces are the ‘virtual
meeting space’, the ‘local space’ and ‘other virtual spaces’. In
the local space, the participant is alone and possibly engaging
in solitary tasks such as reading documents; in the other vir-
tual space the participant may interact with other people (e.g.,
via email, IM, etc.); in the virtual meeting space the participant
adopts either listener or talker roles within a range of interac-
tions (e.g., presentations, discussions, etc.) [3, p. 53].

Since virtual meeting participants are more susceptible to
confusion due to the unavailability of non-verbal communica-
tion [4], it is important that the technology used to present the
meeting to the participant does so in a manner that allows them
to multitask with greatest efficiency.

This study examines three different techniques for present-
ing the audio from a virtual meeting to the listener. We term
these techniques mono, dichotic and spatialised. When pre-

sented in ‘mono’, the audio signals from each talker are mixed
in equal proportions and presented to the listener. This is equiv-
alent to standard teleconference approaches. The ‘dichotic’
technique involves presenting one or more talkers to the left ear
and the remaining talkers to the right ear. Finally, the ‘spa-
tialised’ technique simulates a full 3D sound environment in
which each talker in the meeting can be placed at any position
around the listener’s head. Specific details are described below.

The experimental subjects are given the task of listening
for a keyword to be uttered in the audio whilst performing a
screen-based text manipulation task using the mouse. This sce-
nario closely matches the situation described above in which the
virtual meeting participant is simultaneously present in the ‘vir-
tual meeting space’ and the ‘local space’. The degree to which
each audio presentation technique is conducive to efficient mul-
titasking is evaluated by examining both the subjects’ keyword
spotting ability and text-based processing performance.

The motivation for investigating these three audio presen-
tation types lies in how listeners process sound environments.
It has been proposed that a listener creates a mental representa-
tion of a sound environment by subjecting it to a form of Audi-
tory Scene Analysis [5] (c.f., visual scene analysis). This pro-
cess separates each sound source into a different ‘stream’ on
the basis of a number of cues such as common spatial loca-
tion. In order to listen to a particular part of a sound environ-
ment (e.g., a particular person) selective attention brings that
stream to the fore. However, if the listener must be aware of
the contents of more than one stream, attention will be divided
between them, hence reducing the amount of processing avail-
able to each. Indeed, further processing limitations arise when
attending to tasks in different modalities such as in this study
(see [6] for a review). It is unclear whether monitoring a single
stream containing multiple talkers for the occurrence of a key-
word involves a higher cognitive load than extracting a spatially
distinct stream and hence attending to a particular talker. In
this study we investigate how the allocation of attention to one
or more streams affects the subject’s ability to multitask. Fur-
thermore, we investigate how cuing the subject to a particular
location or participant gender can aid the attentional selection
process and hence improve their multitasking ability.

The rest of the paper describes the experimental protocols
followed by the presentation and analysis of results. The paper
concludes with a discussion of our findings and an assessment
of the subjects’ opinions on each presentation technique.

2. Experiments
In order to investigate the effect of audio presentation style on a
subject’s multitasking ability, we developed three experiments
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which all had a common basis. For all experiments, the sub-
ject sat at a computer performing a task which involved finding
as many occurrences of the letter ‘e’ as possible from a section
of text and clicking on them using the mouse. For each mouse
click, the time of occurrence and the actual letter clicked were
logged allowing the computation of e-spotting rate (e’s per sec-
ond).

The experiments were split into a number of scenarios last-
ing 60 seconds. In each scenario, a different section of text was
presented. Some (but not all) scenarios were also accompanied
by an audio playback of a meeting recording consisting of be-
tween three and four participants. When audio was present, the
subject was asked to listen for a particular word (the ‘keyword’)
in addition to performing the e-finding task. When they heard
the keyword, they were instructed to click a button on the inter-
face. The scenario ended when the keyword was detected or 60
seconds had elapsed.

In the first experiment we asked whether mono and spa-
tialised speech were equally disruptive to the subject’s mul-
titasking performance. In the following two experiments we
investigated whether there was any benefit in also informing
the subject about either the direction from which the keyword
would be said or the gender of the participant who utters it.

2.1. Stimuli

The audio data used in the experiments was taken from a num-
ber of meetings within the AMI corpus [7]. In this corpus,
each participant is recorded using a separate microphone (chan-
nel). The word-level transcripts were used to remove crosstalk
from each channel and replace it with silence; this ensured each
channel contained only the audio from the participant wearing
the microphone. The audio channels were upsampled from the
original 16 kHz to 48 kHz to ensure sufficient spatial resolu-
tion when spatialised. Each channel was amplitude normalised
to ensure the RMS values of the speech portions were equal.
To homogenise the speech and silence sections, low-amplitude
white noise was added to simulate natural recording ‘hiss’.

Spatialised signals were created by convolving the orig-
inal mono audio stream with head related transfer functions
(HRTFs) measured from a KEMAR artificial head in an ane-
choic environment [8] to generate a stereo signal. This allows
the talker’s audio to be placed at any arbitrary horizontal az-
imuth relative to the listener’s head.

The ‘mono’ signal used in the experiments below was
created by spatialising each meeting participant’s microphone
recording to 0◦ (straight ahead) and adding all the left channels
from the subsequent stereo signals. The resultant signal was
mono. Note that spatialisation was used to create the ‘mono’
condition to ensure any frequency filtering introduced by the
spatialisation process was the same across ‘mono’, ‘dichotic’
and ‘spatialised’ conditions.

The ‘dichotic’ signal was created in a similar fashion to the
‘mono’ signal. However, here the resultant signal was stereo.
One or more meeting participants were placed in the left chan-
nel while the remaining meeting participant(s) were place in the
right channel.

In the ‘spatialised’ condition, each meeting participant’s au-
dio was spatialised such that it was perceived as originating
from a different position around the head (see Figs. 1(c) and
1(d)).

To identify the audio segments we used the manual tran-
scripts from the AMI corpus and selected a pool of suitable
meeting segments. Segments were chosen to be 60 seconds in

(a) Mono (b) Dichotic

(c) Tri-location (d) Quad-location

Figure 1: The simulated location of the audio streams.

duration and the start of each segment was aligned with the be-
ginning of an utterance. The segment was chosen to feature
the required number and gender of speakers for the given ex-
perimental condition (e.g. for the direction cued experiments
the segments were chosen to feature only three speakers of the
same gender). We then analysed each of these segments, iden-
tified any words which occurred once in the duration of that
segment and scored the uniqueness of each using a measure of
TF*IDF [9]:

imptd =
log(counttd + 1)

log(lengthd)
× log(

N

Nt
), (1)

where counttd is the frequency with which term t appears in
document d, lengthd is the number of unique terms in doc-
ument d, N is the number of documents and Nt is the num-
ber of documents which contain the term t. Before computing
TF*IDF we first exclude stop words (such as the, of, and) using
a standard stopword list. The document set used here was the
complete set of manual transcripts in the AMI corpus.

From this pool of segments and associated unique keywords
we then chose the final selection of meeting segments ensuring
that keywords had a sufficiently high TF*IDF score (1.0 was
empirically selected as a minimum score) and that the keyword
occurred at least 20 seconds after the clip started and at most 10
seconds before the clip ended. We also ensured that, for each
experiment, the keyword start times were evenly distributed be-
tween these two limits.

Segments were balanced between subjects ensuring that the
same number of subjects heard each keyword under each audio
condition. We also ensured that no keyword was repeated for
a single subject and that no subject experienced the same audio
condition consecutively.

The text for the e-spotting task was extracted from The
Metamorphosis by Franz Kafka. In each presentation a differ-
ent, randomly selected, portion was used.

2.2. Keyword-only cued experiment

In this experiment, the subject experienced 30 presentations;
the presentations were split evenly across three conditions: ‘si-
lence’, ‘mono’ and ‘spatialised’.

When audio was present, it was drawn from portions of
meetings that had up to four participants active over the 60
second duration. Half of the audio presentations were mono
(Fig. 1(a)) and the remaining audio presentations were fully spa-
tialised (Fig. 1(d)).
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2.3. Keyword and direction cued experiment

Subjects experienced 39 presentations of which 3 had no audio
and acted as controls. The remaining 36 presentations were split
across ‘mono’ (6 conditions), ‘dichotic’ (6 conditions each for
keyword left and keyword right) and ‘spatialised’ (6 conditions
each for keyword left, front and right).

When audio was present, it was drawn from portions of
meetings that had exactly three participants active over the 60
second duration. Three participants were chosen in this exper-
iment (and the gender cued experiment below) to simplify the
subjects’ task of listening to a particular location. Half the pre-
sentations were all male and half were all female participants.

2.4. Keyword and gender cued experiment

Subjects experienced 69 presentations of which 3 had no audio
and acted as controls. The remaining 66 presentations were split
evenly across two categories: ‘single’ and ‘dual’. In each cat-
egory, there were either one male and two female participants
or vice versa. Here, ‘single’ refers to cueing a gender for which
there was only one participant and ‘dual’ refers to cueing a gen-
der for which there were two participants. For example, ‘single’
would refer to cueing ‘female’ in a ‘female, male, male’ condi-
tion. Within each category, presentations were either ‘mono’ (6
conditions) or ‘spatialised’ (6 conditions each for keyword left,
front and right). Note that the direction of the keyword was not
cued.

2.5. Procedure

12 subjects were used, namely 6 males and 6 females. All were
native English speaking graduates of our University and had
some experience with psychophysical experiments. None of the
subjects reported hearing difficulties. Subjects received a small
reward for participating.

Subjects sat in a single walled sound-attenuating booth
(IAC 402-A Audiometric Booth). The audio was presented to a
pair of Sennheiser HD250 linear II headphones. The amplitude
of the stimuli was set to a comfortable listening level (no direct
SPL measurements were taken).

Each experiment was conducted in a separate session with
the exception of the gender-cued experiment which was split
across two 30-minute sessions. Subjects had the opportunity to
take a break between each presentation if desired.

At the end of the experiment, subjects were asked to com-
plete a brief questionnaire to evaluate various aspects of the pre-
sentation styles as well as rate the difficulty, or otherwise, of the
multitasking scenarios used in the experiments.

3. Hypotheses

We tested a number of hypotheses in the current study:

H1: Subjects will perform better when listening to spa-
tialised audio.

H2: Subjects will perform better when cued as to how the
target word is to be presented.

H3: There will be no effect of speaker gender on e-spotting
performance.

H4: There will be no effect of direction (regardless of cue
type) on e-spotting performance.

4. Results
4.1. General observations

Subjects were generally good at the keyword spotting task, only
failing to hear the target word in 10 % of the experimental con-
ditions and indicating keyword occurrence in a median time of
4.29 seconds after the start of the target word (the mean word
duration was 0.6 seconds). Carrying out two MANOVAs in-
vestigating the effects of audio condition, gender and direction
on the propensity to miss the target word and the time taken to
switch to the meeting we found no main effects (p > 0.1 in all
cases). We therefore concentrated our subsequent analysis on
the subjects’ e-spotting ability.

4.2. H1: Effect of audio type

To investigate the effect of the audio condition in the keyword-
only experiment we carried out an ANOVA with audio condi-
tion (mono, silence or spatialised) as the independent variable
and e-rate as the dependant variable. The analysis showed a
main effect for audio condition (F(2,357) = 7.886, p < 0.01)
with Bonferonni post hoc tests indicating that subjects were
faster in the silence condition (p < 0.01) but that there was no
difference between the mono and spatialised condition in terms
of the e-rates (p > 0.96). See Fig. 2(a).

To investigate the effect of audio condition on the ability
of subjects to carry out the primary task in the direction-cued
and gender-cued experiments we carried out an ANOVA with
audio condition (mono, dichotic, spatialised) as the indepen-
dent variable and normalised e-rate as the dependant variable.
The e-rates were normalised by the mean e-rate of the subject
in the silent conditions for the given experimental condition.
Here we found a main effect for audio condition (F(2,1221) =
14.773, p < 0.01) with Bonferonni post hoc tests showing that
subjects were faster in the spatialised condition than in either
the mono or dichotic conditions (p < 0.01 in both cases).

We then counted the number of e’s spotted when the sub-
ject was listening to portions of audio consistent with the cue
and when they were not. Thus we were able to quantify the
subject’s e-rate when listening to either target or non-target au-
dio. A MANOVA with audio condition (mono, spatialised, di-
chotic) as the independent variable and target and non-target
normalised e-rates as the dependant variable again showed a
main effect for audio (F(2,1219) = 8.724, p < 0.01 and
F(2,1219) = 5.408, p < 0.01 for target and non-target respec-
tively). Bonferonni post hoc tests indicated that when the sub-
ject was listening to the target audio the spatialised audio was
superior (p < 0.01 in both cases; Fig. 2(b)) but that when the
subject was listening to non-target audio there was no difference
between dichotic and spatialised (p > 0.9) and that spatialised
audio was superior to mono (p < 0.01; Fig. 2(c)).

4.3. H2: Effectiveness of each cue on e-spotting rates

Analysis of the results confirms H2. We carried out a paired
samples t-test in the direction-cued and gender-cued experi-
ments which showed a significant difference between the e-
spotting rates (p < 0.01). We also examined the effect of the
cueing type on the e-rate by carrying out an ANOVA with cue-
ing type (direction, gender) as independent variables and nor-
malised e-rate as the dependant variable. The results show a
main effect (F(1,1220) = 68.268, p < 0.01) indicating that sub-
jects performed better when cued to the gender of the target
speaker than the direction of the target speaker.
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(a) (b)

(c) (d)

Figure 2: (a) E-spotting rates (e’s per second) organised by
audio condition for the keyword-only experiment. Normalised
e-spotting rates for the keyword and direction/gender cued ex-
periments for (b) target portions and (c) non-target portions.
(d) Normalised e-spotting rates for the non-target portions of
the direction-cued experiment organised by speaker gender.

4.4. H3: Preference of speaker gender

To analyse the effects of gender we looked at each of the cueing
experiments separately since the mix of participant genders was
different in each. To examine the effect of speaker gender in the
direction cued experiments we carried out a 2 (gender of sub-
ject)× 2 (gender of speakers) MANOVA with normalised e-rate
and target and non-target e-rates as dependant variables. This
analysis found a main effect for gender for e-rates (F(1,428) =
5.167, p < 0.05) which the results showed to be limited to the
non-target e-rates (F(1,428) = 7.426, p < 0.05; p > 0.3 for
target e-rates). Further analysis showed that subjects were able
to spot e’s faster when listening to male speakers than when lis-
tening to females (Fig. 2(d)). We carried out the same analysis
in the gender cued experiments and again found an effect of
gender on the non-target e-rates (F(1,786) = 3.804, p < 0.05)
and a further analysis shows that subjects were able to spot e’s
faster when listening to male speakers. H3 is therefore refuted.

4.5. H4: Effect of direction of presentation

To investigate the effect of direction on e-rate we removed the
mono conditions from the direction-cued and gender-cued ex-
perimental results and carried out a 2 (gender or direction cued)
by 3 (90, 0, -90 degrees) ANOVA with normalised e-rate as
the target variable. The results showed that there was no effect
of the direction on the e-rate (F(2,1000) = 0.711, p > 0.49)
nor any interaction between the direction and the cueing type
(F(2,1000) = 0.382, p > 0.68). H4 is confirmed.

4.6. Questionnaire results

The post experiment questionnaire indicated that subjects were
split as to whether they preferred direction or gender as a means
of cueing (50 % in both cases). If the preferred directions are
recoded into three categories (cued either left or right, cued
straight ahead and no preference) then the majority of subjects
preferred to be cued either left or right (58 %) but none stated

a preference for being cued in the forward direction. The ma-
jority of subjects did not state a preference for gender cueing.
In line with the results presented above, the majority of subjects
felt they could increase their e-spotting rate when listening to
non-target audio segments (83 %).

5. Summary and discussion
This study has investigated whether different audio presenta-
tion styles can have an effect on multitasking efficiency in tele-
conferences. Our first experiment demonstrated that when a
listener is cued only by keyword, spatialised audio presenta-
tion provides no improvement over mono (Fig. 2(a)). However,
in the more realistic scenarios in which the listener has more
information about who will utter the keyword, significant dif-
ferences were observed. The most important of these is the
increased multitasking efficiency when listening to spatialised
audio (Figs. 2(b) and 2(c)). This suggests that extracting a spa-
tially distinct stream and subsequently attending to it involves
a lower cognitive load than simply attending to a single stream
containing multiple talkers.

Unexpectedly, listeners were found to spot e’s faster when
listening to non-target male speakers than when listening to
non-target females (Fig. 2(d)); i.e., males voices were easier
to ignore. We also expected listeners to prefer the keyword to
appear from directly ahead. However, despite the experimental
results showing no performance advantage associated with di-
rection (H4), all subjects who indicated a preference stated left
or right: none preferred straight ahead.

In future experiments we will investigate the interaction be-
tween personal preference and multitasking performance fur-
ther by allowing the subjects to position the participants in a
virtual auditory space. In addition to spatialisation, we intend
to incorporate a distance metaphor by allowing subjects to place
participants of less relevance to their interests further away (i.e.,
lower amplitude and increased reverberation).
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