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Abstract
Multitasking during teleconferences is becoming increasingly
common: participants continue their work whilst monitoring
the audio for topics of interest. Our previous work has estab-
lished the benefit of spatialised audio presentation on improv-
ing multitasking performance. In this study, we investigate the
different spatialisation strategies employed by subjects in order
to aid their multitasking performance and improve their user
experience. Subjects were given the freedom to place each par-
ticipant at a different location in the acoustic space both in terms
of azimuth and distance. Their strategies were based upon cues
regarding keywords and which participant will utter them. Our
findings suggest that subjects employ consistent strategies with
regard to the location of target and distracter talkers. Further-
more, manipulation of the acoustic space plays an important
role in multitasking performance and the user experience.
Index Terms: multitasking, spatialisation, teleconference

1. Introduction
Businesses of all sizes are coming under increasing pressure to
reduce costs and improve efficiency. Since employees spend
significant amounts of time in meetings [1], this is one area in
which companies are investing in IT and communication tech-
nologies to ease the financial burden. Meetings, especially ones
which involve some travel component, can be very costly. Con-
sequently, organisations are achieving cost reductions by adopt-
ing ‘virtual meetings’ [2].

However, despite increasing meeting commitments, em-
ployees are still expected to meet their productivity goals as
normal. In order to achieve this, it is becoming increasingly
common for participants— generally located at their office desk
— to multitask during virtual meetings [3]. Since virtual meet-
ing participants are more susceptible to confusion due to the
unavailability of non-verbal communication [4], it is important
that the technology used to present the meeting to the partic-
ipant does so in a manner that allows them to multitask with
greatest efficiency.

Our previous study [5] examined three different techniques
for presenting the audio from a virtual meeting to the listener:
mono, dichotic and spatialised. When presented in mono, the
audio presentation was equivalent to a conventional teleconfer-
encing system in which all audio streams are mixed together
in equal proportions and presented via a single audio channel.
The dichotic style was similar to everyday stereo in which there
are two independent audio signal channels (one for the left ear
and one for the right ear). When presenting two talkers, one
would appear in the left ear and the other in the right ear. If
there were more than two talkers, one or more would be mixed
in equals proportions and presented to the left ear whilst the re-
maining talkers would also be mixed but presented to the right

ear. The final technique — spatialised — involved creating an
audio-based ‘virtual reality’ in which each talker was presented
in such a way as to give the impression that they were located
at a particular position around the listener’s head. In this situ-
ation, it was possible to simulate what the listener would have
heard had they been present in the room when the recording
took place. Furthermore, it was possible to simulate any spatial
configuration of the recorded talkers.

The experimental subjects were given the task of listening
for a keyword to be uttered in the audio whilst performing a
screen-based text manipulation task using the mouse. This sce-
nario closely matches the situation in which the virtual meeting
participant is simultaneously present in the virtual meeting as
well as performing a standard office activity. In such scenarios
it is common for the virtual meeting participant to multitask [3].

The study established that the use of spatialised audio sig-
nificantly increased multitasking efficiency [5]. Interestingly,
in the spatialised audio presentations, we expected listeners to
prefer the keyword to appear from directly ahead. However, de-
spite the analysis showing no performance advantage associated
with direction, all subjects who indicated a preference to key-
word location stated left or right: none preferred straight ahead.

The purpose of the current study is to investigate how sub-
jects themselves arrange meeting participants given knowledge
of the talker who will utter the keyword. Specifically, we are in-
terested in the positioning of the target talkers relative to the in-
terfering talkers; subjects’ strategies for reducing the influence
of the interfering talkers; and also what effect these strategies
have on their multitasking performance. The experiment was
conducted in a similar fashion to that of [5] with the exception
that subjects were given control over azimuthal location of the
talkers and also, in some scenarios, the simulated ‘distance’ of
each talker relative to the subject.

The rest of the paper describes the experimental protocols,
followed by the presentation and analysis of results. The paper
concludes with a discussion of our findings.

2. Experiments
To simulate the type of multitasking in question, the experiment
consisted of an audio-based task and a text-based task which
were performed concurrently. Subjects used a computer mouse
to find as many occurrences of the letter ‘e’ as possible from a
section of text. For each letter ‘e’, subjects clicked on the char-
acter using the mouse; the time of occurrence and the actual let-
ter clicked were logged allowing the computation of e-spotting
rate (e’s per second). In each scenario, a different section of text
was presented.

All scenarios were accompanied by an audio playback of
a meeting recording consisting of three participants. For the
concurrent audio-based task, subjects were asked to listen for
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Figure 1: (a) The interface used to position the three meeting
participants within the acoustic space. The small central circle
represents the subject and the three captioned circles represent
the participants. The large dotted circle represent the furthest
distance a participant may be moved to. Note the gender cue in
the top left. (b) The split of the acoustic space into four quad-
rants with the subject represented as the central circle.

a particular word (the ‘keyword’) in addition to performing the
e-finding task. When they heard the keyword, they were in-
structed to click a button on the interface. The scenario ended
when the keyword was detected or 60 seconds had elapsed.

Before each presentation, subjects were given 30 seconds
to arrange the spatial locations of the three talkers based upon
knowledge of who would say the keyword. Subjects were told
the name or gender of the talker who would utter the keyword:
this would allow the subject to either identify the individual
talker (single target) or narrow the selection to two out of the
three talkers present (dual target). Positioning was achieved
using the interface shown in Fig. 1(a). Thirty seconds of con-
tinual speech was created for each talker by concatenating ran-
domly selected sentences uttered by that talker from throughout
the meeting. The continual speech recordings were played con-
currently during the spatial positioning phase in order for the
subjects to hear, in realtime, the effect of moving any of the
three talkers. Once the subject was happy with the position of
each participant (or 30 seconds had elapsed), the multitasking
presentation commenced.

There were two ‘levels’ of flexibility with regard to the ar-
rangement of talkers available to subjects. In half the presenta-
tions, subjects were able to move participants in a fixed circle
around their head. This had the effect of altering the azimuth
of the participant but not the distance. In the other half of the
presentations, subjects could also alter the distance of the par-
ticipant relative to themselves as well as the azimuth. If the par-
ticipant was moved to the outer dotted circle, shown in Fig. 1(a),
the amplitude of the participant’s recording was at a minimum.
If the participant was moved toward the circle representing the
subject, the amplitude was maximal. The absolute amplitudes
of the two extremes were set empirically; it ought to be noted,
however, that at the minimum amplitude, the participant record-
ing was still just audible.

2.1. Stimuli

The audio data used in the experiments was taken from a num-
ber of meetings within the AMI corpus [6]. In this corpus, each
participant is recorded using a separate microphone (channel).

The word-level transcripts were used to remove crosstalk from
each channel and replace it with silence; this ensured each chan-
nel contained only the audio from the participant wearing the
microphone. Each channel was amplitude normalised to en-
sure the RMS values of the speech portions were equal. To ho-
mogenise the speech and silence sections, low-amplitude white
noise was added to simulate natural recording ‘hiss’. Channels
were positioned in the virtual acoustic space using the OpenAL
(Open Audio Library) audio API (http://www.openal.org).

To identify the audio segments we used the manual tran-
scripts from the AMI corpus and selected a pool of suitable
meeting segments. Segments were chosen to be 60 seconds in
duration and the start of each segment was aligned with the be-
ginning of an utterance. The segment was chosen to feature the
required number and gender of talkers for the given experimen-
tal condition. We then analysed each segment, identified any
words which occurred once in the duration of that segment and
scored the uniqueness of each using a measure of TF*IDF [7].

From this pool of segments and associated unique keywords
we then chose the final selection of meeting segments ensuring
that keywords had a sufficiently high TF*IDF score and that
the keyword occurred at least 20 seconds after the clip started
and at most 10 seconds before the clip ended. We also ensured
that, for each experiment, the keyword start times were evenly
distributed between these two limits.

The text for the e-spotting task was extracted from The
Metamorphosis by Franz Kafka.

2.2. Procedure

15 subjects were used, namely 8 males and 7 females. All
were native English speaking graduates of our university and
had some experience with psychophysical experiments. None
of the subjects reported hearing difficulties. Subjects received a
small reward for participating.

Subjects sat in a single walled sound-attenuating booth
(IAC 402-A Audiometric Booth). The audio was presented to a
pair of Sennheiser HD 25 SP headphones. The amplitude of the
stimuli was set to a comfortable listening level (no direct SPL
measurements were taken).

The experiment lasted approximately 25 minutes and sub-
jects had the opportunity to take a break between each presen-
tation if desired.

At the end of the experiment, subjects were asked to com-
plete a brief questionnaire to evaluate various aspects of the pre-
sentation styles as well as rate the difficulty, or otherwise, of the
multitasking scenarios used in the experiments.

3. Hypotheses
We evaluated a number of different hypotheses in this study:
H1: There will be across- and within-subject preferences for
talker arrangements.
H2: Subjects will place multiple targets and distracters at simi-
lar angular displacements
H3: Subjects will place multiple targets and distracters at simi-
lar distances from the themselves.
H4: Subjects will spot e’s faster when listening to single targets
than when listening to multiple targets.

4. Results
Recall that subjects were cued to the name or gender of the
talker who would utter the keyword. Therefore, it was possi-
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(a) Target positions (b) Distracter positions

Figure 2: Frequency (95% CI) with which targets (a) and dis-
tracters (b) were placed in quadrants of the acoustic space.

ble to count the number of e’s spotted when the subject was
listening to either target or non-target audio.

4.1. H1a: Across-subject talker arrangement preference

To investigate which arrangements were employed by subjects,
we split the acoustic space into four areas: front, back, left and
right as in Fig. 1(b). Targets were commonly placed in different
areas to the distracters (97% of trials exhibited this behaviour).
By treating either side location as a single category we can fur-
ther show that the most common location for target talkers was
at the side (49% of trials) or in front of the subject (33% of tri-
als); see Fig. 2(a). For the distracter locations it can be seen that
the most common location was either to the side (49% of trials)
or behind the subject (38% of trials); see Fig. 2(b). In 55% of
trials the target talkers were placed to the side directly opposite
the distracters.

In cases when targets were placed to the side of the subject
the left side was favoured over the right (73% of relevant trials)
and the opposite was true for distracters (66% of relevant trials).
In a MANOVA, we found no effect of the overall target location
on the target e-spotting rate (F(5,351) = 1.53, p > 0.1) nor of
the overall distracter location on the non-target e-spotting rate
(F(6,349) = 0.14, p > 0.9).

4.2. H1b: Within-subject talker arrangement preference

As stated above the most common arrangement was for the tar-
get talker to be placed on the opposite side to the distracters.
Eight of the 15 subjects chose this as their most frequent strat-
egy; a further 3 subjects preferred to place the targets in front
of them with the distracters at the back. Restricting our anal-
ysis to the cases where the two most common strategies were
chosen we found that there was no effect of the strategy on the
e-spotting rate. MANOVA analysis suggests that there was sub-
jective preference for angular separation (F(14,90) = 4.36, p <

0.05 for targets and F(14,211) = 6.89, p < 0.05 for distracters)
and for distance (F(14,150) = 26.47, p < 0.05 for targets and
F(14,150) = 17.67, p < 0.05 for distracters).

4.3. H2: Angular separation

We investigated the angular separation between dual targets
and dual distracters. The average separation of target talkers
was 56.40◦ although there were several cases where target talk-
ers were placed in different areas; for example, some subjects
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Figure 3: Normalised target and distracter distances (95% CI).

placed targets so they appeared in different ears. If we focus on
targets that have been placed in the same area, the mean angu-
lar separation was 16.60◦ with a standard deviation of 20.81◦
(the median separation was 7.59◦). A similar analysis can be
done for the separation of dual distracters: the average angular
separation overall was 63.93◦. Again removing the cases where
distracters have been placed in different areas results in a mean
of 9.34◦ with a standard deviation of 15.69◦ (the median sepa-
ration was 3.05◦).

These results suggest that subjects generally placed multi-
ple targets or multiple distracters in similar locations although
multiple targets were placed further apart (mean difference was
7.26, p < 0.05). This suggests that subjects preferred to place
distracters at the same location but felt that target talkers should
be spatially distinguishable. However, we also found a negative
correlation between the angular separation of multiple targets
and the resultant target e-spotting rate (r = −0.27, p < 0.01)
and a weak negative correlation between the angular separa-
tion of multiple distracters and the non-target e-spotting rate
(r = −0.12, p < 0.08).

4.4. H3: Talker distance

Distance measurements within the acoustic space were nor-
malised such that a distance of 0 denoted a talker placed as
close as possible to the subject and a distance of 1 denoted a
talker situated anywhere on the boundary circle (the dotted line
in Fig. 1(a)). Targets were generally placed closer to the subject
than distracters (mean distance to target was 0.14 and mean dis-
tance to distracters was 0.90; see Fig. 3). In a MANOVA, there
was no effect of the overall arrangement on the distance of the
distracters (F(6,173) = 0.68, p > 0.6) and the difference in dis-
tances between two distracters was consistently small (mean of
0.012 with a standard deviation of 0.036). In the dual target
scenarios, the talkers were generally placed at similar distances
although we found a main effect for the arrangement on the dis-
tance from the subject (F(4,175) = 8.76, p < 0.05). Tukey
post-hoc tests indicated that this was caused by subjects plac-
ing targets further away if the targets were on opposite sides (in
each case p < 0.05). Again the difference in distances was
small (mean of 0.022 with a standard deviation of 0.058).

4.5. H4: E-Spotting rate

To investigate the effect of the number of targets on e-spotting
rate we carried out a MANOVA with target and non-target e-
rates as dependent variables and the number of target talkers
and whether the talker distances were fixed as independent vari-
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Figure 4: E-spotting rates (95% CI).

ables. The results showed that there was a strong effect on the
target e-rate (F(1,358) = 31.05, p < 0.05) and a weaker effect
on the non-target rate (F(1,358) = 2.79, p < 0.1); see Fig. 4. In
addition to this we found no effect of fixing the distance of the
talkers on the resultant e-spotting rates (F(1,356) = 0.01, p >

0.9 for target e-rates and F(1,356) = 0.56, p > 0.4 for non-
target e-rates).

5. Summary and discussion
This study has investigated the audio spatialisation strategies
employed by subjects who must perform an audio-visual mul-
titasking exercise. They were given the freedom to move three
teleconference talkers within a virtual acoustic space with the
goal of maximising their multitasking efficiency. The exercise
involved listening for a keyword to be uttered whilst concur-
rently performing a text-based task with a computer mouse.
In some scenarios, they could only adjust the azimuth of each
talker; in others, they also had control over the ‘distance’ of the
talker (and hence amplitude). Subjects were cued to the talker
who would utter the keyword allowing subjects to identify one
or two talkers from the three present.

Our previous study [5] found that subjects exhibited a pref-
erence for side presentation as opposed to straight ahead. The
present study has confirmed this by showing that a common
strategy employed by subjects is to place the target talker(s)
on one side and the distracter(s) directly opposite. In the less
common approach of placing the target talker(s) ahead, the dis-
tracter(s) tended to be placed behind.

Analysis showed that in half of the trials, subjects placed
the target talker to one side. This finding agrees with proxemics
research (how people use physical space in interpersonal inter-
action); in two-talker situations, a separation of 90◦ occurs most
often in natural conversation, followed by the two talkers facing
each other [8]. We also found that each individual’s strategy was
largely consistent throughout the experiment. Since nearly three
quarters of subjects placed distracters opposite the target talkers
this suggests a general strategy of placing targets as prominently
as possibly in a single ear and placing the distracters far away
and preferably, in the opposite ear.

In cases where there were dual targets, subjects had a ten-
dency to separate the target talkers more than they would sep-
arate dual distracters; we found that this increased separation
had a detrimental effect on the ability of subjects to spot e’s. In
addition this is a micro rather than a macro effect: we found no
overall effect of the arrangement on the target e-spotting rate, al-
though subjects generally placed dual targets in close proximity

to each other. We found similar results for placement of dis-
tracters although in this case subjects tended to place distracters
into a single ‘trash’ location.

As expected, subjects made full use of the ability to alter
the distance of talkers in the acoustic space. Target talker(s)
were consistently moved closer to the subject while distracter
talker(s) were moved further away. However, there was no ef-
fect of distance on e-spotting rates: there was no difference in
performance between the cases where the subject could not al-
ter the distance of the talkers and those where talkers could be
placed at any distance.

It was found that the target e-spotting rate was reduced in
the dual target scenarios relative to the single target scenarios.
This is likely to be caused by the increased uncertainty in the
audio monitoring task creating a higher cognitive load. Con-
versely, the number of distracters did not have any influence
over the non-target e-rate: one talker is as easy to ignore as two.

In summary, we have shown that listeners employ consis-
tent and effective strategies to aid their multitasking perfor-
mance. Our results show that large spatial separations between
targets and distracters is preferred and that subjects tend to pre-
fer placing them on opposite sides of their head. Furthermore,
the ability to create a realistic acoustic space by using distance
cues improves the multitasking experience. The findings pre-
sented in this paper raise important points for the design of fu-
ture teleconference presentation approaches: spatialised audio
improves multitasking performance and the ability of the user
to create their own acoustic space improves the user experience.
We have also found that some of the strategies chosen by sub-
jects were not necessarily optimal from a performance perspec-
tive. Subjects preferred to separate target talkers but performed
better when targets were closer in acoustic space. Thus, while
spatialisation does improve the performance of multi-tasking
workers [5], the results of this study suggests that some limits
should be imposed on how the spatialisation should be imple-
mented.
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