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A Computational Model of Auditory
Selective Attention
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Abstract—The human auditory system is able to separate
acoustic mixtures in order to create a perceptual description of
each sound source. It has been proposed that this is achieved by
an auditory scene analysis (ASA) in which a mixture of sounds
is parsed to give a number of perceptual streams, each of which
describes a single sound source. It is widely assumed that ASA is
a precursor of attentional mechanisms, which select a stream for
attentional focus. However, recent studies suggest that attention
plays a key role in the formation of auditory streams. Motivated
by these findings, this paper presents a conceptual framework for
auditory selective attention in which the formation of groups and
streams is heavily influenced by conscious and subconscious atten-
tion. This framework is implemented as a computational model
comprising a network of neural oscillators, which perform stream
segregation on the basis of oscillatory correlation. Within the
network, attentional interest is modeled as a Gaussian distribution
in frequency. This determines the connection weights between
oscillators and the attentional process, which is modeled as an
attentional leaky integrator (ALI). Acoustic features are held to be
the subject of attention if their oscillatory activity coincides tem-
porally with a peak in the ALI activity. The output of the model is
an “attentional stream,” which encodes the frequency bands in the
attentional focus at each epoch. The model successfully simulates
a range of psychophysical phenomena.

Index Terms—Attention, auditory scene analysis, binding
problem, neural oscillator, temporal correlation.

I. INTRODUCTION

N ORDER to make sense of a complex environment, we are

able to selectively attend to the features corresponding to a
single object (be it visual or auditory). For example, although a
mixture of sounds usually reaches the ears, a human listener can
“pick out” a particular acoustic source from the mixture, such as
a voice or a musical instrument. Such an ability is demonstrated
by Cherry’s well known study on the separability of concur-
rent conversations [1, p.976]. He found that when two messages
were recorded by the same speaker and replayed simultaneously
to a listener, “the result is a babel, but nevertheless the messages
may be separated.” This ability is colloquially termed the cock-
tail party effect.

To explain this, Bregman [2] proposes that the acoustic en-
vironment is subjected to an auditory scene analysis (ASA),
which takes place in two stages. First, the signal is decomposed
into a number of discrete sensory elements. Those elements
likely to have arisen from the same acoustic source are then re-
combined into a perceptual stream, in a process termed auditory
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grouping. Therefore, a stream can be considered to be a cogni-
tive representation of a sound source.

Bregman makes a distinction between two different, but
complementary, mechanisms involved in auditory grouping.
The first is primitive grouping, in which decisions on how
to group sensory elements are made in a purely data-driven
manner. Primitive grouping principles are believed to be innate
and are well described by the Gestalt principles of perceptual
organization such as common fate and good continuity [3]. In
contrast, a second grouping mechanism, termed schema-driven
grouping, employs prior knowledge of commonly experienced
acoustic stimuli such as speech and music. For example, a
schema can process ambiguous speech before conscious per-
ception occurs, even when the disambiguating word occurs
much later in the sentence [4].

II. AUDITORY SELECTIVE ATTENTION

In common usage, the term “attention” usually refers to both
selectivity and capacity limitation. It is widely accepted that
conscious perception is selective, and that it encompasses only
a small fraction of the information impinging upon the senses.
The second phenomenon, that of capacity limitation, can be il-
lustrated by the fact that two tasks when performed individually
pose no problem. However, when they are attempted simulta-
neously, they become difficult. This occurs even when the two
tasks are not physically incompatible, such as reading a book
and listening to the radio. In turn, this leads to the common con-
clusion that attention is a finite resource.

Attention can be directed to a site of interest identified by
some form of cueing. Mondor and Bregman [5] investigated
this ability using a paradigm in which listeners were asked to
indicate whether a target tone was longer or shorter in duration
than a cue tone. It was found that performance declined as fre-
quency separation between the cue and target tones increased.
This implies that judgements about specific features of an au-
ditory stimulus may be facilitated by orienting attention to the
frequency at which the stimulus occurred. It was also found that
increasing the duration of the cue-target interval improved per-
formance, suggesting that a finite amount of time is required
before attention is fully allocated to a particular frequency re-
gion. Similar findings were obtained by [6] when using tones of
differing spatial location rather than differing frequency.

The “shape” of attentional deployment has also been the sub-
ject of research. Two general classes of model have been pro-
posed to describe the focus of attention. Spotlight models pro-
pose that attention is allocated to a discrete range of frequencies
with an even distribution within this range [7]. The edges of
this spotlight are characterized by a sharp demarcation between
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attended and unattended frequencies. Alternatively, the atten-
tional focus may be defined as a gradient [8] in which the den-
sity of the attentional resources is greatest at the cued frequency
and declines gradually with frequency separation from the focal
point of attention. The latter is supported by psychophysical ev-
idence [5], [6] in which listener performance was related to fre-
quency separation: as frequency separation increased, so too did
the response time. A model incorporating a spotlight of attention
with abrupt changes between attended and unattended frequen-
cies could not account for this result.

Finally, it has been suggested that auditory (and visual) atten-
tion may be oriented by two different mechanisms, which rely
on differing amounts of conscious intervention by the listener
[9]. The exogenous system is considered to take place automat-
ically under pure stimulus control; attention is drawn to the site
of the stimulus. Endogenous attention is considered to be under
control of the listener, such that attention can be consciously ori-
ented to a particular site or percept (such as a voice). In other
words, the studies investigating frequency sensitivity [5] and
spatial sensitivity effects [6] described above are, in fact, ex-
amining the allocation of endogenous attention.

A. Attention and Auditory Grouping

Consider the cocktail party effect [1] in which a listener has
the task of following a conversation in a noisy environment. It
is likely that the process of selective attention is assisted by the
speaker’s voice having some acoustic properties which sepa-
rate it from the other voices. Because these factors are similar
to ones involved in primitive stream segregation, for example,
differences in fundamental frequency (FO0), it can be argued that
stream segregation is a form of selective attention. Bregman [2]
rejects this view; rather, he regards stream segregation as being
largely the result of grouping by a preattentive mechanism. In
support of this, Bregman cites an experiment by Bregman and
Rudnicky [10] in which the central part of the stimulus was a
four tone pattern FABF (Fig. 1). Listeners were given the task
of judging whether A and B formed an ascending or descending
pair. In the absence of flanking tones F, listeners found the task
easy. However, in the presence of tones F, the pattern formed a
single stream and the AB subpattern was found to be very diffi-
cult to extract. When a sequence of capturing tones C were in-
cluded preceding and following and F tones, they captured the
latter into a new stream. Thus, tones A and B were separated into
a different stream and their relative ordering was again found
easy to judge. Bregman and Rudnicky argued that even though
the stream of captor tones C was not attended to (listeners were
concentrating on the occurrence of tones A and B) it was still
able to capture tones F. The implication is that stream segrega-
tion can occur without attention.

However, Jones et al. [11] suggest an alternative explana-
tion; such stimuli could be grouped according to temporal pat-
tern. Specifically, the effect [10] could be explained in terms
of rhythm-based grouping since the captor tones are not only
related in frequency to the flanking tones but are also related
rhythmically. Indeed, further trials in which the rhythm of the
sequence was adapted were found to alter the ease with which
and AB tones could be segregated from the rest of the sequence.
Jones etal. [11, p.1071] concluded that “temporal predictability
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Fig. 1. Tone sequence used by Bregman and Rudnicky [10].

may be a prerequisite to the establishment of stream segrega-
tion based on frequency relationships.” However, Bregman [2]
argues that such a conclusion may be too strong; he notes that
the tone sequence is influenced by both primitive grouping prin-
ciples and exogenous attention. Bregman argues that rhythmic
information “assists the selection process directly rather than in-
directly through its effects on primitive grouping” [2, p.445]. In
other words, rhythm acts as a schema at the endogenous pro-
cessing level rather than at the exogenous processing level.

Recent work by Carlyon ef al. [12] brings Bregman and
Rudnicky’s preattentive theory into question. Their study
aimed to manipulate attention more rigorously by presenting a
tone sequence monaurally. When attention was to be oriented
away from the tone sequence, subjects were required to per-
form a competing task in the contralateral ear. Specifically, a
21 s alternating tone sequence [13] was presented to the left
ear in which the frequency separation was sufficient for stream
segregation to occur after a certain time period [14].

In the “baseline” condition, no stimulus was presented to the
right ear. Subjects were instructed to indicate whether they heard
a galloping rhythm or two separate streams. In the “two-task”
condition, a series of bandpass filtered noise bursts were pre-
sented to the right ear for the first 10 s of the stimulus. During
this period, subjects were instructed to ignore the tones in the
left ear and simply concentrate on labeling the noise bursts as
either approaching (linear increase in amplitude) or departing
(the approaching burst reversed in time). Subsequently, subjects
switched their attention to the tone sequence. Consistent with
[14], subjects heard a single stream at the beginning of each se-
quence with an increased tendency to hear two streams as the
sequence progressed in time. However, for the two-task condi-
tion the amount of streaming after 10 s (during which period lis-
teners had been concentrating on labeling the noise bursts) was
similar to that at the beginning of the baseline sequence—in the
absence of attention, streaming had not built up. It is this im-
portant new finding that motivates our development of an atten-
tionally driven ASA system.

Furthermore, it has been argued that Bregman and Rud-
nicky’s experiment [10] was flawed because the listener did
not have a competing attentional task to perform; despite the
listener having been instructed to only concentrate on the A
and B tones, there was no other task to distract the listener’s
attention from the C tones. Indeed, [12, p.115] notes that, “it
seems likely that listeners were in fact attending to the C tones,
as they were the only sounds present at the time, and there was
no other task competing for attention.”

In an attempt to clarify the role of attention in auditory scene
analysis, we have developed a conceptual framework for au-
ditory attention (Section III), and partially implemented it as
a computational auditory model (Section IV). We demonstrate
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Structure of the proposed conceptual framework for attentional processing. Note that endogenous processing is required before exogenous perceptual

organizations can be perceived and encoded into memory. Only processing stages shown in solid boxes are implemented in the current computer model.

that the model is able to account for a number of psychophysical
phenomena, including Carlyon et al.’s binaural stream segrega-
tion experiments and other findings relating to the perceptual
segregation of a mistuned harmonic from a complex tone.

III. CONCEPTUAL FRAMEWORK

The conceptual framework employed here [15] assumes that
a number of exogenous processes can operate simultaneously,
and that endogenous attention is required to allow the outcome
of these processes to be perceived and encoded into memory
(Fig. 2).

In this framework, exogenous processes are responsible for
performing primitive grouping of individual features within the
stimulus. These groups are then passed to the endogenous pro-
cessing stage, which takes into account the conscious decision
of the listener, changes in the stimulus and schema information
to form an “attentional stream,” which is a time-varying con-
scious percept.

Each of these endogenous factors compete to produce a single
stream. Indeed, it is possible for a subject’s attentional focus to
be reoriented to an alternative grouping, contrary to their con-
scious preference. For example, an important schema such as
one’s name can overrule a conscious decision. A subject’s at-
tention can be drawn from one conversation to another in which
their name was spoken [16]. However, experimental findings
suggest that such schema only encode small amounts of strongly
salient information. When subjects are instructed to learn arbi-
trary pieces of information, awareness of their presence in an
unattended stream is significantly reduced [17].

Another form of unconscious redirection of attention is the
startle reflex [18] which occurs in response to a loud, unex-
pected sound. In this situation, exogenous information about the
gross change in the stimulus forces endogenous attention to be
directed to the new sound without regard for the listener’s con-
scious preference.

Schema information can also be used to aid the grouping
of the exogenous processing outputs and form the attentional
stream. In particular, schemas can encapsulate semantic infor-
mation about grammar and contextual meaning. For example,
despite a subject’s conscious intention to shadow one of two
concurrent utterances in a particular ear, Treisman [19] found
that when the two sentences switched ears, the subject shadowed

the original sentence. This implies that at the stage of endoge-
nous processing, schema information related to the sentence se-
mantics is being employed to overrule the listener’s conscious
decision to shadow a particular ear.

Although schema information is included in our conceptual
framework (Fig. 2), computational modeling of schema-based
processing is a challenging problem which lies beyond the scope
of the current study. It should be emphasized, therefore, that
schema information is not included in the computational model
presented in Section IV.

A. Binding Problem

One difficulty involved in producing a computational solu-
tion to the ASA problem is the lack of a strong link between
Gestalt theories of perception [2] and the underlying physiolog-
ical processes. The neurophysiological mechanisms underlying
auditory stream formation are poorly understood and it is not
fully known how groups of features are coded and communi-
cated within the auditory system.

In order to perceive a unified representation of an object,
the brain must be able to correctly associate all the different
types of features (e.g., location, color, texture, pitch, etc.) de-
rived from that object. Such associations, or bindings, are even
more important when the stimulus consists of more than one
object, in which case the brain must avoid incorrectly associ-
ating features from different objects (illusory conjunctions, e.g.,
[20]). Furthermore, it is also known that features within the same
modality (such as auditory, olfactory, visual, etc.) can be en-
coded in widely distributed, spatially discontiguous, regions of
the brain [21].

It is this representational complexity which lies at the heart of
the binding problem: how does the brain, confronted with many
features, encoded in many different regions, draw them all to-
gether to form a perceptual whole? Here, we adopt an approach
to this problem that is based on the concept of an assembly—a
large number of spatially distributed neurons [22].

With a distributed representation it is necessary to be able to
distinguish a neuron as belonging to one assembly or another.
Therefore, the responses of related neurons must be labeled as
such. One possible solution to this problem is the proposal of
von der Malsburg [23], [24] that assemblies are labeled by tem-
poral synchronization of neural responses. In this scheme, each
assembly is identified as a group of neurons with synchronised
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firing patterns, and the responses of neurons in different assem-
blies are desynchronised.

However, the computational expense of evaluating synchrony
between multiple spike trains is high; to alleviate this problem,
[25] proposed a mechanism in which the mean discharge re-
sponse of a pool of cells is represented by an oscillator. In
this manner, groups of features form streams if their oscillators
are synchronised and the oscillations of unrelated streams are
desynchronised.

Physiological support for the temporal correlation framework
can be found in studies which show that neurons can sychronise
their discharges [26]-[28]. Evidence that synchronised activity
encodes salient information is supported by studies in which
human subjects displayed a high correlation between perception
and neuronal response synchronization [29], [30]. Additionally,
engagement in cognitive tasks has been found to increase os-
cillations in task-dependent cortical areas [31], [32]. Similar in-
creases in oscillatory activity have been observed in states of
focused attention [33]. Hence, oscillations appear to be impli-
cated in both feature binding and attentional processing.

IV. COMPUTATIONAL MODEL

The computational model is comprised of three main stages
(Fig. 3). The input to the model is a two-channel audio signal
sampled at a rate of 8 kHz. The first stage of the model simulates
peripheral auditory processing for each ear.

The second stage of the model extracts periodicity informa-
tion by means of a correlogram [34], which allows primitive
grouping to be performed on the basis of harmonicity. The pe-
riodicity information from each ear is then combined to pro-
duce a “binaural” FO estimate [35, p.208] to enable binaural har-
monicity grouping.

The third stage of our model is a one-dimensional (1-D)
neural oscillator network in which auditory grouping and
segregation take place. The network is based upon the locally
excitatory globally inhibitory oscillator network (LEGION)
described by Wang and Terman [36]. A cross-channel cor-
relation mechanism identifies contiguous regions of acoustic

Schematic diagram of the binaural model (the attentional leaky integrator is labeled ALI).

activity in the correlogram, which correspond to Bregman’s [2]
notion of “sensory elements”; we use the term segments. These
are encoded in the network by synchronised blocks of oscil-
lators, which are established by local excitatory connections.
Information from the correlogram is then used to group these
segments on the basis of their conformity with the FO estimate.
Long range excitatory connections promote these oscillator
blocks to synchronise to form an oscillatory “group.” Blocks of
oscillators which are not harmonically related desynchronise
from each other.

Each oscillator feeds activity to the attentional leaky inte-
grator (ALI), which is the core of our attentionally motivated
stream segregation mechanism. The output of the ALI is the
attentional stream as defined in Section III. The connection
weights between the network and the ALI are modulated by
endogenous processes including “conscious” preference. Such
conscious preference is modeled as a Gaussian distribution
across frequency consistent with [5]. Initially, connection
weights are maximal for all channels so that the default state
of organization is grouping [2]. In this initial condition, all
segments and groups contribute to the attentional stream. Over
a period of time, connection weights adapt to the shape of the
endogenous attentional focus. In this situation, only oscillators
under the attentional focus can influence the ALI In terms of
the computational model, the attentional stream is defined as
containing all frequencies whose oscillators are synchronously
active with the ALI. The use of synchrony to encode stream
selection allows entire harmonic groups to contribute to the
attentional stream, even though some harmonics of the group
lie outside the attentional focus.

A. Peripheral Auditory Processing

The frequency selectivity of the basilar membrane is modeled
by a bank of 128 gammatone filters [37] distributed in frequency
between 50 Hz and 3.5 kHz on the ERB scale [38]. Each filter
simulates the response of the basilar membrane at a specific po-
sition along its length.
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The gammatone filter of order n and centre frequency f Hz
is given by

gt(t) = t""Le™2 cos(2n ft + ¢)H(t) 1)

where ¢ is phase, b is related to bandwidth, n is the order of
the filter, and H (t) is the unit step (Heaviside) function defined
as H(t) = 1if ¢t > 0, H(t) = 0 otherwise. We use n = 4,
for which the magnitude characteristic of the gammatone filter
exhibits a good fit to human auditory filter shapes [39]. The gain
of each filter is adjusted according to the ISO standard for equal
loudness contours [40] in order to simulate the pressure gains of
the outer and middle ears.

The auditory nerve response is approximated by half-wave
rectifying and square root compressing the output of each filter
[41]. Finally, to improve the frequency resolution and reduce
cross channel activity spread, the simulated auditory nerve re-
sponse at each time instant is convolved with a difference of
Gaussians “mexican hat” kernel.

B. Pitch and Harmonicity Analysis

Pitch information is extracted from the auditory nerve re-
sponses by computing the autocorrelation of each channel to
form a correlogram [34]. The correlogram may be regarded
as a computational implementation of Licklider’s coincidence
model [42], [43] [44]. The resulting two-dimensional (2-D) rep-
resentation has channel centre frequency and autocorrelation lag
on orthogonal axes. At time ¢, the autocorrelation of channel i
with lag 7 for ear e is given by

P—1
Ac(iyt,7) = re(i,t — K)re(i,t — k — T)w(k). (2)
k=0

Here, 7(3, t) is the auditory nerve activity in channel 4 at time ¢
for ear e. The autocorrelation for channel ¢ is computed using a
25 ms (P = 200) rectangular window w [45, p.1151], with lag
steps equal to the sampling period (0.125 ms), up to a maximum
lag of 20 ms.

Research into the effect of harmonic mistuning on the
pitch of a complex tone [46] suggests that the perceived pitch
changes even when the mistuned harmonic is presented to the
contralateral ear. This suggests that the auditory system can
assess whether a tone in one ear should be grouped with a
contralateral sound on the basis of harmonicity. Hence, it is
assumed that binaural harmonicity grouping proceeds in the
following manner: an overall pitch estimate from both ears
is calculated and harmonic grouping is performed using this
pitch estimate. Specifically, a summary function s; is formed by
summing all the channels of the left- and right-ear correlograms

N-1
sty = Y. > Ad(ist,T) 3)

e€{left,right} <=0

where A.(i,t,7) is the autocorrelation of channel 4 at time ¢
with lag 7 for ear e and IV is the number of channels in each cor-
relogram. Typically, a large peak occurs in the summary func-
tion at a lag corresponding to the fundamental period of the stim-
ulus. Here, we select this peak as the one with the shortest lag

1155

whose height is larger than 80% of the energy in the correlogram
frame (which corresponds to the autocorrelation at zero lag).

C. Segment Identification

The correlogram for each ear can also be used to identify for-
mant and harmonic regions from their patterns of periodicity,
because contiguous regions of the filterbank respond to the same
spectral component. Such contiguous areas of acoustic energy
are used to form segments [47], which are identified by com-
puting the cross correlation between adjacent channels of the
correlogram

1 Tmax —1

A t, A+ 1,t,7). (@)

C.(i) =

TITIB,X =0

Here, A. (i, t, ) is the autocorrelation function of (2) which has
been normalized to have zero mean and unity variance. This en-
sures that C. () is only sensitive to periodicity in the correl-
ogram, and not to the mean firing rate of each channel. 7,,,x
is the maximum autocorrelation lag in samples (7, = 160;
equivalent to 20 ms).

Once the cross correlation C,(7) has been computed, it is
necessary to decide a “similarity score” by which adjacent
channels are deemed to be sufficiently similar to be grouped
together to form a segment. This is achieved by applying a
threshold to the energy-weighted cross correlation. Adjacent
channels whose cross correlations are above a certain threshold
form a segment; specifically, channels ¢ and ¢ 4+ 1 are said to
contribute to a segment when

Ce(i)Ac(i,,0) > 0, ®)

where 6, is the segment membership threshold. The cross cor-
relation is energy-weighted in order to increase the contrast be-
tween spectral peaks and spectral dips. A high threshold would
result in a small number of segments as few adjacent channels
would be nearly identical; as the threshold is lowered, so too
is the similarity requirement and so similar adjacent channels
form segments. These segments are encoded by a binary mask,
which is unity when a channel contributes to a segment and zero
otherwise.

In order to deal with noise stimuli, an alternative segment
formation strategy is used since, by definition, periodicity in-
formation cannot be obtained from the correlogram for chan-
nels containing noise. Instead, the instantaneous frequency of
each gammatone filter is used [48]. In response to a pure tone,
a channel’s instantaneous frequency over time will be stable.
However, in response to noise, it exhibits significant fluctua-
tions. This property can be exploited by calculating the inverse
variance of the instantaneous frequency in each channel; re-
sponses to periodic signals produce low-signal variance and,
hence, high-inverse variance. When weighted by channel energy
(obtained from the correlogram), a large peak indicates periodic
activity in that channel; a smaller peak indicates noise activity.

The segment estimation process, therefore, occurs in two
stages. First, periodic segments are identified, i.e., channels for
which a peak exists in the energy weighted inverse variance
function that exceeds a given “tonal” threshold 6;. All channels
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under such peaks are said to constitute a tonal segment; this
information is used to confirm the periodic segments identified
by the cross-correlation technique described above. These
peaks are then removed from the energy weighted inverse
variance function. The final stage identifies noise segments:
channels for which any remaining peaks in the function exceed
a “noise” threshold 6,,.

To further improve the clarity of the segment representation,
each segment is replaced by one of fixed frequency channel
spread. This sharpens the across-frequency responses, thus re-
ducing the tendency for segments which are close in frequency
to merge together. This is especially important for spectral
components at higher frequencies where the bandwidth of
the peripheral filters are relatively large in comparison to the
frequency separation between harmonics. Since this model
investigates how individual acoustic elements are influenced by
grouping rules and attentional mechanisms, it is important that
each is represented by an individual segment where possible.

D. Neural Oscillator Network

The neural oscillator network consists of an array of 128 os-
cillators and is based upon LEGION [36]. Within LEGION, os-
cillators are synchronised by placing local excitatory links be-
tween them. Additionally, a global inhibitor receives excitation
from each oscillator, and inhibits every oscillator in the network.
This ensures that only one block of synchronised oscillators can
be active at any one time. Hence, separate blocks of synchro-
nised oscillators (segments) arise through the action of local ex-
citation and global inhibition.

The building block of the network is a single oscillator,
which consists of a reciprocally connected excitatory unit and
inhibitory unit whose activities are represented by z and vy,
respectively

t=3z—a3+2—y+1 (6)
yze{’y <1+tanh%) —y]. @)

Here ¢, v, and (3 are parameters, and I, represents the input to
the oscillator. The z-nullcline (2 = 0) is a cubic function and
the y-nullcline (¢ = 0) is a sigmoid function (see Fig. 4). When
1, > 0, the two nullclines intersect at a point along the middle
branch of the cubic [Fig. 4(a)] and give rise to a stable periodic
orbit provided that ¢ is sufficiently small. In this situation, the

oscillator is said to be enabled. The solution of an enabled oscil-
lator alternates between a phase of high-z values (active phase)
and a phase of low-x values (silent phase); transitions between
these two phases occur on a much faster time scale compared to
time spent in active and silent phases. When I, < 0, the null-
clines intersect on the left branch of the cubic [Fig. 4(b)] and
produce a stable fixed point at a low value of z. When the os-
cillator is in this state of equilibrium, it is said to be disabled.
The parameter v can be used to adjust the amount of time an
oscillator spends in the two phases: a smaller value of ~ results
in a shorter active phase duration. It is clear, therefore, that os-
cillations are stimulus dependent: they are only observed when
the external input to the oscillator is greater than zero. Because
it has two timescales, the oscillator in (6) and (7) belongs to the
family of relaxation oscillators. It is related to both the van der
Pol oscillator [49] and to simplifications of the Hodgkin—Huxley
equations for action potential generation in nerve membrane
[50]-[52]. The system may be regarded as a model for the be-
havior of a single neuron in which z represents the membrane
potential of the cell and y represents the inhibitory ion channel
activation, or as a mean field approximation to a group of recip-
rocally connected excitatory and inhibitory neurons.

The input I, to oscillator ¢ is a combination of three factors:
external input /,., network activity, and global inhibition

Ip=1T, = W.S(2,0.) + > _ WirS(zx, 0). (8)
ki

Here, W;;, is the connection strength between oscillators ¢ and
k, and z, is the activity of oscillator k. The parameter 6, is
a threshold above which an oscillator can affect others in the
network and W, is the weight of inhibition from the global in-
hibitor z. Similar to 8,,, 8, acts as a threshold above which the
global inhibitor can affect an oscillator. S is a squashing func-
tion which compresses oscillator activity to be within a suitable
range

1

Sm.0) = ==

©))

where K determines the steepness of the sigmoidal function.
The activity of the global inhibitor is defined as

i=H ZS(xk,Hz)—O.l —z (10)
k

where H is the Heaviside function.



WRIGLEY AND BROWN: COMPUTATIONAL MODEL OF AUDITORY SELECTIVE ATTENTION

E. Segment Formation and Primitive Grouping

Oscillators within a segment are synchronized by excitatory
connections. The external input (I,.) of an oscillator which is a
member of a segment is set to Iy;en (0.2) otherwise it is set to
Ilow (_5)

A further set of connections are made between segments if
a majority of channels in each segment are consistent with the
pitch estimate as derived above. The autocorrelation for each
channel in the segment is inspected. If the ratio of channel en-
ergy to autocorrelation value at the pitch lag is above a certain
threshold 6. (0.8) the channel is classified as being consistent
with the pitch estimate [47]. It is this tolerance in the measure
of harmonicity that allows the model to account for the percep-
tual grouping of harmonics which have been mistuned by lim-
ited amounts [46]. In other words, channel 7 is consistent with a
fundamental period of 7y when

Ae<i7 t? TO)

Gt 7 o

If the majority of segment channels are consistent, the entire
segment is said to be consistent with the pitch estimate.

It is at this stage that the old-plus-new heuristic is incorpo-
rated into the model. The old-plus-new heuristic refers to the
auditory system’s tendency to “interpret any part of a current
group of acoustic components as a continuation of a sound that
just occurred” [2]. In our model, age trackers are attached to
each channel of the oscillator array. The age trackers are leaky
integrators defined as

Bk = dB (gB[Mk - Bk]+ - [1 - H(Mk - Bk)]CBBk) .

(12)
Here, By, is the age of the channel, M}, is the (binary) value of
the segment mask at channel k; small values of ¢ and d g result
in a slow rise (dp) and slow decay (cpg) for the integrator. g is
a gain factor. [n]T = n if n > 0 and [n]* = 0 otherwise. These
parameters have the values dg = 0.001, cg = 5, gp = 3. Exci-
tatory links are placed between harmonically related segments
only if the two segments are of similar age. The age of a seg-
ment is defined as

1
AS = — B 13
3 > B (13)

kEsegment

where @ is the number of channels in the segment. Two seg-
ments are considered to be of similar age if

IAS) — ASs| < 6a (14)

where AS; and AS, are the ages of the two segments and the
threshold 6, (0.1) defines the degree of similarity in age between
the two segments.

Consider two segments that start at the same time. The age
trackers for their constituent channels all begin receiving input
at the same time and continue to receive the same input: the
values of the leaky integrators will be the same. However, if the
two segments start at different times, the age trackers for the ear-
lier segment will have already built up to a positive value when
the second segment starts (whose age trackers will be initially
at zero): the two ages will be different.
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E Attentional Process

Each output channel of the oscillator array is connected to the
attentional leaky integrator (ALI) by excitatory links (Fig. 3),
and the strength of these connections is modulated by endoge-
nous attention. Input to the ALI is a weighted version of the
oscillator array output

ali = Iap1 — ali (15)

where Ia11 is defined as

Inmi=H <2k: H(zy) [(%) - Tk]+ - oALI> . (16)

Here, H is the Heaviside function and xj, is the activity of os-
cillator k in the array. The parameter 617 is a threshold above
which oscillator array activity can influence the ALIL «y is the
envelope of the gammatone filter response to the stimulus at
channel k. 6, is a normalizing factor which determines how in-
tense a stimulus needs to be to overcome the conscious atten-
tional interest.

T}, is the attentional threshold which is related to the endoge-
nous interest at channel k. In order to model the findings of
Carlyon et al. [12] in which listeners are instructed to attend
to sounds in a particular ear, we incorporate a mechanism by
which attention can be allocated to specific ears

Ty = (1 — Aear Ax) L. (17)

Here, Ay is the endogenous attentional interest at channel £,
Aear represents the ear preference, ranging from O to 1, and L
is the leaky integrator defined as

L=dp (ge[R-LI" —[1— H(R— L) L]).  (18)

Here, small values of ¢y, and dj, result in a slow rise (dr,) and
slow decay (cr) for the integrator. gy, is a gain factor. These
parameters have the values dy, = 0.0005, ¢, = 5, g1, = 3. R is
given by

R = H(zmax) (19)

where x .« 1S the largest output activity of the oscillator array.
In accordance with the experimental findings of [5], the at-
tentional interest is modeled as a Gaussian.

—((k=p)?
Aj = maxy, e 27aLr®) | (20)

Ay, is the attentional interest at frequency channel &k, max 4, is
the maximum value that Ay can attain, p is the channel at which
the peak of attentional interest occurs, and o a1,1 determines the
width of the peak. In order to allow segments which are out-
side of the attentional interest peak, but are sufficiently intense,
to overrule the “conscious” attentional selection, the A;, vector
must be nonzero on both sides of the peak. Hence, a minimum
A, value of min 4}, is enforced

ming, ,
Al = k7
k {Ak,

A < HliIlAlc

otherwise. @1

In the model, a segment or group of segments are considered
to be attended to if their oscillatory activity coincides tempo-
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rally with a peak in the ALI activity. In other words, their con-
nection strengths to the ALI must be sufficiently large to pro-
mote activity within the ALI. Initially, the connection weights
between all oscillators in the array and the ALI are strong, and
hence, all segments feed large amounts of excitation to the ALI.
This means that initially all segments contribute to the atten-
tional stream representing the default grouping state of fusion
[2].

During sustained activity in the oscillator array, these weights
relax toward the Ay, interest vector such that strong weights exist
for channels of high attentional interest and low weights exist
for channels of low-attentional interest. This relaxation toward
the Ay interest vector is achieved by the use of the leaky inte-
grator L. Thus, after a finite period of time, oscillators which
are desynchronised from those within the attentional interest
(e.g., because they are harmonically unrelated) will have low-
connection weights to the ALI and will be unlikely to over-
come the H5ry threshold required to influence the ALIL. Such
“relaxation” of the connection weights toward the attentional in-
terest vector models the period of build-up observed in auditory
streaming [14]. ALI activity will only coincide with oscillator
activity within the attentional interest peak and any perceptu-
ally related (i.e., synchronised) activity outside the A, peak. All
other activity will occur within a trough of ALI activity. This be-
havior allows both individual tones and harmonic complexes to
be attended using only a single A, peak.

G. Attentional Reset

Listeners in Carlyon et al.’s study [12] were instructed to con-
centrate on a stimulus in a particular ear. Initially, this was a se-
quence of noise bursts with increasing or decreasing amplitude;
the task was to classify the amplitude ramp. After a period of
time subjects were told to concentrate on a sequence of alter-
nating tones in the other ear. In this situation, listeners showed a
greatly reduced amount of streaming relative to the situation in
which they were allowed to listen to the alternating tones from
the beginning of the task.

In our model, one ear is given a higher attentional weighting
than the other by making A.,, high for the attended ear and low
for the other. When an ear dominance (A.,,) change is detected,
we propose that the model’s attentional mechanism “resets,” the
leaky gain factor L on the Ay vector described in (17), used
to model the build up of the attentional effect, is reset to zero.
Hence, after the change, the attentional interest requires time to
build up before streaming can be observed.

H. Summary

To summarize, the model consists of three core stages: au-
ditory peripheral processing, periodicity analysis, and a neural
oscillator network. Once the audio signal has been processed
to simulate cochlear filtering and auditory nerve encoding, pe-
riodicity information is extracted using the correlogram. Such
information allows both the FO of the signal to be extracted,
and identifies areas of contiguous periodic activity which cor-
respond to Bregman’s [2] concept of acoustic elements. Further
analysis of the cochlear filtering outputs allow noise segments
(i.e., nonperiodic regions of energy) to be identified.
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Fig. 5. Sample output of the oscillator array in response to a three-harmonic

complex tone with a FO of 500 Hz and a duration of 90 ms.

Within the network, each oscillator in the array corresponds to
a particular frequency channel; segments are created by placing
excitatory connections between the relevant oscillators, which
cause them to synchronise. These segments are then grouped
on the basis of common harmonicity by using further excitatory
connections between constituent oscillators. Each oscillator is
connected to the ALI by means of connections whose strengths
are modulated by “conscious” attentional interest: maximum
strength occurs at the frequency of highest interest and spreads
over frequency in a Gaussian manner. Selective attentional focus
is only observed over a period of time in order to model the
time course of auditory stream buildup [14]. Only the activity of
oscillators representing frequency channels of high-attentional
interest can influence the ALI, and hence, any activity synchro-
nised with the ALI is said to contribute to the attentional stream.
Furthermore, when attention is moved in space, a resetting of the
attentional buildup occurs.

V. EVALUATION

The output of the model is evaluated by inspecting the time
course of the neural oscillator array activity and the ALI This
information allows the behavior of the grouping and attentional
processes to be compared with the findings of psychophysical
studies. Before presenting the results, we describe the format in
which the oscillator array and ALI outputs will be presented.

The activity of the oscillator array over the time course of
a stimulus is represented in a pseudospectrogram format, as
shown in Fig. 5. Channel centre frequency is represented on
the ordinate and time is represented on the abscissa. Pixels at
each time-frequency location in the diagram may take one of
three values. Gray pixels denote stimulated oscillators which
receive an input Iy,;,.1, black pixels denote oscillators in their
active phase, and white pixels correspond to unstimulated oscil-
lators (i.e., those receiving an input [}, ). The activity of the ALI
is shown along the top of the diagram: a black block indicates
that the ALI is active. Any oscillators which are temporally syn-
chronised (vertically aligned) with the ALI are considered to be
in the attentional foreground. Such diagrams are constructed on
a sample-by-sample basis: after each stimulus sample has been
processed, the state of the oscillator array is recorded and forms
a vertical slice in the diagram.
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Fig. 6. Model response to the Carlyon et al. [12] stimulus after varying time periods: (a) 1 s, (b) 8 s, (c) 11 s, and (d) 20 s. In each condition, the response of the
left ear network is shown in the top panel and the right ear network is shown in the lower panel. Note that the noise bursts in the right ear cease after 10 s, and
hence, the empty right ear network activity plots after 10 s (¢ and d) are not shown. Segments whose oscillator activity is temporally aligned with ALI activity are

considered to be in the attentional foreground.

A. Two-Tone Streaming With Attentional Distractor

The stimulus used by Carlyon et al. [12] and described in Sec-
tion IT was used as input to the model, and the corresponding
output from the oscillator network is shown in Fig. 6. The con-
scious movement of attention from the right ear (noise bursts)
to the left ear (alternating tone sequence) was simulated by al-
tering A, after 10 s. For the first half of the stimulus Ajes, = 0
and A.izne = 1, causing attention to be directed toward the right
ear; for the remainder of the stimulus Ajege = 1 and Ayighe = 0,
so that attention is directed toward the left ear.

To improve clarity, Fig. 6 shows four representative excerpts
from the network output: the state of the oscillator array after 1 s,
8 s, 11 s, and, finally, after 20 s of the stimulus. Fig. 6(a) shows
the network after 1 s of the stimulus. At this stage, attention
is directed toward the noise bursts. Since only 1 s has elapsed,
the attention buildup has not reached a sufficiently high level
to exclude activity from the “ignored” tones. However, after a
period of time, sufficient buildup occurs and the ALI is only
influenced by the noise segment, indicating that only the noise
burst is contained in the attentional stream [Fig. 6(b)]. After 10
s, the simulated switch of attention from the right ear to the left

ear is made and the attentional “reset” occurs. Following this
switch, the ALI is once again influenced by all the segments
present [Fig. 6(c)] until the buildup period has elapsed. Once the
attentional buildup has occurred, streaming is observed since at-
tention is now directed toward the high-frequency tone within
the alternating tone sequence. This is apparent from the ALI
activity, which is synchronous only with the oscillators corre-
sponding to the high-frequency tone. It should be noted that an
attentional reset is not caused by abrupt movements in frequency
since neither Ajeg, nor A,igpe is altered.

B. Segregation of an Harmonic From a Complex Tone

Darwin et al. [46] investigated the effect of a mistuned har-
monic upon the pitch of a 12 component complex tone. As the
degree of mistuning of the fourth harmonic increased toward
4%, the shift in the perceived pitch of the complex also in-
creased. This effect was less pronounced for mistunings of more
than 4%; beyond 8% mistuning, little pitch shift was observed.
This suggests that the pitch of a complex tone is calculated using
only those channels which belong to the corresponding stream.
When the harmonic is subject to mistunings below 8%, it is
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Fig. 7.

(a) Monaural pitch shift versus degree of mistuning. A Gaussian derivative is fitted to each data set. Experimental data from [46]. (b)—(e) Model response

to a 12-harmonic complex tone (155 Hz fundamental frequency) whose contralaterally presented fourth harmonic is mistuned by varying degrees: (b) 0%, (c)
5%, (d) 7% and (e) 8%. For mistunings of less than 8% (b)—(d), oscillator activity corresponding to the mistuned harmonic is temporally synchronised to that of
the complex: the mistuned harmonic is perceptually grouped with the complex. However, once mistuning reaches 8% (e), oscillator activity corresponding to the
mistuned harmonic is temporally desynchronised from that of the complex: two groups have emerged, indicating that the mistuned harmonic has been segregated
from the rest of the complex. Response of the left ear network is shown in the top panel and the right ear network in the lower panel in each case.

grouped with the rest of the complex and so can affect the pitch
percept. For mistuning greater than 8%, the lack of influence on
the pitch percept exerted by the mistuned harmonic implies that
it has been perceptually segregated from the complex. In other
words, for mistunings below 8%, a single group exists; mistun-
ings beyond 8% result in two groups.

The pitch shifts reported in [46] and the shifts made by the
model are in good agreement, as shown in Fig. 7(a). The pitch
of the complex was calculated by creating a summary correlo-
gram (as described in Section IV-C) using frequency channels
contained within the complex tone group.

Darwin et al. [46] also investigated the effect of a contralater-
ally presented mistuned harmonic upon the pitch of a 12-com-
ponent complex tone. As in the monaural situation, the degree
of mistuning of the fourth harmonic influenced the shift in the
perceived pitch of the complex for mistunings of up to 8%;
mistunings of more than 8% had little effect on the perceived
pitch. These results imply that harmonics presented contralater-
ally are assessed to see if they match an overall binaural pitch
estimate and are grouped accordingly. Fig. 7 shows the model
response to a 12-harmonic complex with a FO of 155 Hz in
which the mistuned fourth harmonic is presented contralater-
ally to the remainder of the complex. In Fig. 7, the 12 har-
monics, represented as segments, can clearly be seen. The ac-
tivities of their corresponding neural oscillators exhibit temporal
synchrony, indicating that all the harmonics have been grouped.

Similar behavior is observed when the harmonic is mistuned by
5% and 7%: synchronization occurs and the harmonic is consid-
ered to be perceptually grouped with the complex even at this
relatively high degree of mistuning. When the degree of mis-
tuning reaches 8%, the fourth harmonic is segregated from the
rest of the complex; the oscillators corresponding to the fourth
harmonic are temporally desynchronised from the remaining os-
cillators [Fig. 7(e)]. Two distinct perceptual groups are now ap-
parent, one containing the fourth harmonic and the other con-
taining the remainder of the complex tone. ALI activity dis-
played at the top of the diagrams in Fig. 7(e) indicates that both
the complex and the segregated harmonic are attended to; sub-
sequently, attentional buildup will occur so that one or the other
could become the subject of attentional focus.

C. Old-Plus-New Heuristic

The effect of mistuning is almost eliminated when the mis-
tuned harmonic is “captured” from the complex by preceding
tones at the same frequency [46]. In this situation, no matter how
small the mistuning, the harmonic is segregated from the com-
plex and does not influence the pitch percept. Fig. 8(a) shows
the capture of the fourth harmonic even when there is no mis-
tuning. During the 550 ms before onset of the complex tone, the
age tracker activities By, for the captor tone channels build up.
When the complex tone begins, there is a significant age differ-
ence between the frequency channels stimulated by the fourth
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(a) Model response to a 12-harmonic complex tone whose 4th harmonic is preceded by four “captor” tones. Note that despite the fourth harmonic being

harmonically related to the complex, it is segregated (indicated by temporal desynchronization) by virtue of the captor tones. (b) Response of the model to a
12-harmonic complex tone with a FO of 155 Hz, whose fourth harmonic begins 50 ms before the remainder of the complex.

harmonic and those stimulated by the remainder of the com-
plex. Such a difference prevents excitatory harmonicity connec-
tions from being made between the fourth harmonic and the re-
maining harmonics. It can be seen in the diagram that the oscil-
lator activities corresponding to the fourth harmonic temporally
desynchronise from those of the remainder of the complex tone.

The old-plus-new heuristic can be further demonstrated by
starting the fourth harmonic before the rest of the complex.
Fig. 8(b) shows the output of the model when the fourth har-
monic is subject to a 50 ms onset asynchrony. During this time,
the age trackers of channels excited by the fourth harmonic in-
crease to a significantly higher value than those of the remaining
harmonics. This is the same mechanism by which captor tones,
in the previous example, caused the harmonic to segregate. Once
again, this difference in segment activity age prevents excita-
tory connections being made between the fourth harmonic and
the other harmonically related segments. Thus, the leading har-
monic is desynchronised from the rest of the complex and two
groups are formed. However, after a period of time, the impor-
tance of the onset asynchrony decreases as the channel ages ap-
proach their maximal values. Once this occurs, there is no longer
any evidence to prevent excitatory links from being made be-
tween the fourth harmonic and the rest of the complex. Grouping
by harmonicity then occurs for all segments: the complex and
the early harmonic synchronise to form a single stream. This
is consistent with experimental data [53] in which the effect of
segregation on the pitch shift of a complex due to asynchronous
onset is reduced for stimuli of longer duration.

VI. SUMMARY AND DISCUSSION

A model of auditory streaming has been presented in which
the allocation of attention lies at the heart of the stream forma-
tion process. We propose a conceptual framework in which a
number of different processes are responsible for forming au-
ditory streams. Firstly, we make the distinction between ex-
ogenous and endogenous attention. Exogenous, unconscious,
attention is responsible for performing primitive grouping of
individual features within the stimulus. These groups are then
passed to the endogenous processing stage, which takes into
account the conscious decision of the listener, changes in the
stimulus input and schema information to form an “attentional
stream.” It is at this stage of processing that attentional allo-
cation influences stream formation. It is proposed that schema

information is used to both aid the grouping of the exogenous
processing outputs [19], and to act as a form of detector which
causes salient information in any group to reorient conscious at-
tention [16]. Furthermore, the conscious decision of the listener
can be overruled by, and attention forcibly reoriented to, intense
sounds that occur unexpectedly in the environment. This mimics
the startle reflex [18].

We have implemented this conceptual framework as a com-
putational auditory model. The core of the model is a 1-D neural
oscillator network based on LEGION [36]. However, it differs
from LEGION in that it is one-, rather than 2—D and incorporates
long range excitatory connections between oscillators. Chan-
nels responding to the same spectral event are encoded in the
network by locally excitatory connections to form “segments.”
Further sets of excitatory connections are placed between indi-
vidual segments whose periodicity conforms with the FO esti-
mate. The activities of oscillators with excitatory connections
between them synchronise temporally to form an oscillatory
“group.” Blocks of oscillators which are not linked by excita-
tory connections desynchronise from each other.

In contrast to previous computational models of auditory
streaming, attention plays a crucial role in the stream formation
and segregation process of our model. We argue that, on the
basis of psychophysical research [12], distinct streams are not
formed unless attention is directed toward particular (groups
of) features. To this end, our model employs an ALI and a
representation of attentional allocation across frequency, Ay.
Ay, corresponds to the conscious preference of the listener
and is modeled by a Gaussian distribution in accordance with
psychophysical findings [5]. Furthermore, we argue that this
conscious preference cannot be deployed instantaneously: it
is subject to a buildup over time. Hence, the degree to which
grouped frequency channels can influence the ALI is deter-
mined by the timecourse of the Aj buildup. The output of
the ALI describes the frequency content of the “attentional
stream” at each epoch. The use of synchrony allows harmonic
groups, most of whose harmonics may be outside of the atten-
tional focus, to contribute to the attentional stream simply by
attending to one harmonic. In Section V we demonstrated that
this mechanism can explain both auditory streaming [13] and
the associated build-up of streaming over time [14].

In addition to this, it has been shown that when the ear of pre-
sentation of an alternating tone sequence is switched, a second
buildup period is required immediately after the switch [12],
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[14], [15]. We contend that the buildup of attentional efficacy
is subject to a “reset” when abrupt changes in the stimulus lo-
cation are consciously detected and tracked. In other words, the
attentional buildup is reset following an abrupt change of spatial
attentional preference. However, such a reset is not precipitated
by abrupt movements in frequency.

The old-plus-new heuristic has been incorporated into the
model and influences the ability of the network to form har-
monically related groups. If a segment is deemed to be “older”
than other harmonically related segments, it is prevented from
becoming a member of that group. In Bregman’s account [2],
the old-plus-new heuristic is treated as a “high-level” grouping
principle similar to common fate or harmonicity. However, we
adopt an approach in which the old-plus-new heuristic arises
from low-level mechanisms.

Previous neural oscillator models of auditory grouping [47],
[54] have represented auditory activity within a time-frequency
grid. Each point in the grid is associated with a neuron that has
an oscillating response pattern and the time dimension is cre-
ated by a system of delay lines. In contrast to these studies, the
network presented here is 1-D; it has a frequency axis, but no
explicit time axis. This is preferable, since there is little physi-
ological evidence for the arrays of delay lines necessary to pro-
duce such a long neural time axis.

Furthermore, attempts to incorporate attention into a network
with an explicit time axis might lead to unrealistic properties.
For example, Wang’s shifting synchronization theory [54] states
that “attention is paid to a stream when its constituent oscilla-
tors reach their active phases.” This implies that the process
of sound segmentation and grouping and the process of atten-
tional selection are intimately linked. Once a stream has been
formed, it will be attended to when its associated set of oscil-
lators reach the active phase. Since each synchronised block
of oscillators become active in a repeating sequence, attention
quickly alternates between each different stream at different po-
sitions on the time-frequency grid. Hence, stream multiplexing
occurs and all streams are perceived as equally salient at all
times. This contradicts experimental findings [2] which show
that listeners tend to perceive one stream as dominant. Further-
more, this theory cannot explain how attention may be redi-
rected by a sudden stimulus. Such an event would be encoded by
Wang’s network as an individual stream which would be multi-
plexed as normal—with no attentional emphasis. Our 1-D net-
work processes the stimulus on a sample by sample basis and,
in turn, produces an estimate of the segments present and which
of these are contributing to the attentional stream at any epoch.
Hence, the timecourse of auditory organization and attentional
influence are implicit in the network output.

An assumption of the model is that attentional buildup resets
following a spatial movement of attention. Recent experimental
findings support such an assumption, and show that the degree
of reset observed in listeners is related to the degree of spatial
movement of attention [15]. The model also assumes that an ex-
ogenous overruling of attention (such as a startle reflex) would
not affect the attentional buildup, provided that the listener’s
endogenous attention was not subsequently moved. This arises
from that fact that there would be no change in the ear dom-
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inance (Aeay) and, hence, no reset of the attentional buildup
would occur. This prediction remains to be tested.

Finally, we note that the proposed model relies exclusively
on temporal codes and processing. Specifically, pitch informa-
tion is extracted from the temporal fine structure of auditory
nerve firing patterns, and both grouping and attention are en-
coded temporally within a neural oscillator network.

To conclude, we have described a model which successfully
simulates a number of auditory grouping phenomena within a
framework in which attention plays a pivotal role. Future re-
search must continue to investigate the role of attention in ASA
if we hope to produce computational models which will mimic
the human perception of sound with any accuracy.
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