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Abstract

This paper describes a system for the aeaion o expressve visual-speed animation. Geometric
Muscle Functions [Waters 1987, 1988 are used for the cntrol of both fadal expresson and
speed lip postures, alowing the eaier integration d these two fadors. This addresses the
common problem of attempting to combine two separate domain-spedfic control techniques. The
use of muscle functions also allows the @ntrol mechanism to be astraded from the mesh
representation, and so the described system is appli cable to any reasonable fadal model.
Twenty-five simulated muscles, plus jaw rotation, are used to produce both the six universaly-
acceted emotions (sadness fea, contempt, surprise, happiness and anger) and fifty-six identified
static speed postures (visemes). The underlying muscular influences of these two fadors are then
combined together using weighted-blending techniques to creae expressve speed postures.
Pre-captured speet and fada expresson dhta is used as inpu to the system. By varying the
relevant muscle influences over time, speed synchronows animation is then creaed. Example
results include spoken digit sequences and simple sentences. Informal user testing suggests that
the adition d detail ed internal mouth structures, such as the tongue, would improve recogntion

rates for certain classes of speed gesture.
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1 Introduction

It has been foundin the field of Computer Fadal
Animation that the doser models come to red-life
faces, the greaer the complexity required to fulfil
audience epedations. Cartoonlike figures are
readily accepted, yet we have difficulty in
simulating the subtlety that is observed in red
human faces. The problems of fadal animation are
incressed when we consider Visua Speed - the
simulation d talking heals. Here we must not only
take into acount the problem of reproducing
speed pastures, but also the audio-synchronicity
and redistic fadal movement within the resultant
animation.

A solution to computer fadal animation is eagerly
anticipated aaoss a wide sedion d the graphics
industry. Applications can be seen in situations as
diverse & entertainment, human computer

interadion, and speed therapy. In fad fadal
animation techniques have recaitly been
commercialy demonstrated in Pixar's ‘Toy Story’
series of fedure films, and also Ananova[200Q the
Internet newsreader. However, the successof such
enterprises to some etent relies upon the
audienc€s suspension d disbelief rather than the
realism of the underlying fadal moddl.

The problems experienced with current systems
can be cdegorised into two man areds.
rendering/representation, and control/animation.
The first set of difficulties arise with the dficient
representation o the complex fadal mask with
simple poygoral or patch constructs, and its
subsequent rendering gven the multi-layer nature
of human skin (see [Parke 1994 for an in-depth
discusson d rendering isaues). This paper deds
with the seaond set of difficulties, those pertaining
to the ontrol and animation o a fada mask



representation. The following sedions describe in
detail the gplicaion d a muscle-level fada
parameterisation for the cntrol of expresson and
visual-speed charaderistics. The muscle functions
implemented are etended versions of those
demonstrated by Waters [1987], allowing for fadal
discontinuity and sphincter muscle protrusion. The
use of such muscle-level constructs to produce
speeh  synchronows animation is aso
demonstrated. It is considered that models which
use acombined control mechanism for the aedion
of bath visual speedt postures and fadal expresson
will offer benefits over systems that attempt to
combine different control techniques. The methods
described within this paper are @med at charader-
based animation, where virtual adors are required
to na only look redistic but also convey emotion
to the viewer.

1.1 Background

One of the most important developments within
threedimensional fadal animation hes been the
progresson from dired vertex manipulation
towards control methods based upon a more
manageeble set of parameters. Most fada
parameterisations inherit from Parke's [1974
origina work. These systems diredly manipulate
vertices from a polygoral mask representation to
reproduce pressons. Each parameter within the
model will control the movement of a group d
vertices, and the combined adion d a number of
these parameters will allow the aedion o fadal
expresson. Parke's approach dfers benefits over
direa animator control, yet suffers from the dose
relationship  between the structure of the
representation and its control mechanism. This
limitation indicaes that eat parameterisation is
only applicable to asingle mask topdogy.

Keith Waters s[1987, 198§ work on geometric
muscle models builds upon Parke's idea of
parameterisation, with the use of muscle functions
that are separate from the fadal mask structure.
Each geometric function mimics the adion d an
individual muscle upon the skin. Vertices within
the function's area of effed are pulled from the
muscle's insertion into the skin towards its gatic
attachment to bore. Whereas models based upon
Parke's work require afixed structure, Waters's
geometric  muscle  functions alow  the
generdisation o tedhniques aaoss fada
topdogies. These muscle functions have dso been
demonstrated with dfferent structural models, for
example the Langwidere system [Wang and Forsey
1994 which uses hierarchicd B-splines to define
the surface representation. This gives me
indicaion d the gplicability of muscle-based
methods aaoss different surface structures and
topdogies.

Models of visual speet have mevolved with
the methods used to control fadal animation, yet

most systems are spedadlised to orly ded with the
areas of the faceused in the production o speed
(typicdly the jaw and lips, asin Guiard-Marigny et
al. [1994). These systems nedd to provide ameans
of representing individual speed gestures, and
driving this representation synchronowsly with an
audio soundrad. Visual speed also requires that
systems take into acourt coarticulation, which is
the dfed of articulatory context upon ead
individual speed pcasture. Coarticulation is an
effed caused hy the limitations of the physicad
system of muscles used in the production o
speed. Within natural speed, articulatory context
prevents most idedised speet pastures from ever
being readed.

Baldi [Cohen and Massaro 1993 is perhaps the
best-known example of a diredly parameterised
system driven by a model of speed production.
The Baldi model is built uponthe basis of Parke's
work, adding extra parameters in order to control
speed-spedfic properties of the lips and also
including a model of the tongle. These parameters
are driven by a set of dominance functions, which
are blended aaossthe animation to reproduce the
effed of coarticulation. Severa  other
parameterisations have dso been demonstrated in
the prodwtion o visual speed. Examples are
FACS adion urits (described by Ekman and
Friesen [1978) implemented by Pelachaud [1997],
FFDs [Kalra 1993, and lip dmension parameters
[Guiard-Marigny et al. 1994.

Alternative techniques for visua speed
synthesis include methods based uponinterpolation
or morphing between pre-captured lip pasitions.
Waters's [1993 DECfacesystem is an example of
such a technique. DECface uses an interpolation
algorithm based uponan approximation o Hooke's
law to move between fifty-six predefined lip
shapes. The basic DECface system is two-
dimensional in nature, yet extensions to three
dimensions are straightforward. DECfacedoes not
include a acarate model for predicting
coarticulation, which is a problem with most
visual-speet techniques that use pre-captured
speedh pastures as key positions within an
animation.

Although vsual speed reseach hes taken a
number of different forms, relatively littl e work has
been condwted into the use of muscle-based
control units (see King et a. [2000 for an
dternative anatomicdly-based model for visua
speed)). Sedion 2 dbscribes in  detal the
implementation o such a model for expressve-
visual speetr production. Sedions 3, 4 and 5
evauate the implemented system and popcse
future revisions to the model.

2 Implementation

The system produced uses geometric muscle
functions to control both the expressve and visua



speed feaures of afada mask. The advantages to
this approach are exhibited in the relatively low
amourt of work required in converting the control
parameterisation to a new mesh structure, and the
ease in combining fadal expressons with speed
postures. The following sedions describe in detail
the iswes invoved in implementing muscle
functions, and their use in the production d bath
static fadal postures and finally speed-
synchronous animation.

2.1 Controlling Facial Expression

The fadal mask model used consists of 878
threedimensional polygors. Individual vertices
within the mask are displaced by a combination o
twenty-five geometric muscle functions, plus jaw
rotation. Two muscle types are simulated within
the system: linea, and sphincter [Waters 1987.
Linea muscles are the most common structures
used in the control of fadal expresson; twenty-four
of the implemented muscles smulate linea muscle
contradions. The model produced dces not assime
symmetry within the @ntrol structures of the face
and so the twenty-four linea muscles consist of
twelve left-right pairs. This alows the system to
crege aymmetricd expressons, for example
raising an individual eyebrow. Thefinal muscleisa
sphincter muscle simulating the Obicularis Oris, a
muscle which surrounds the lips. The cntradion
of this particular muscle is well documented within
speed literature [Bell-Berti and Harris 1987 to
correspondto the roundng d the lips as observed
in utterances such as‘book or ‘bough’.

2.1.1 Linear Muscle Functions

Linea muscle ontradions are charaderised by
the movement of skin from the muscle's insertion
into the skin towards its dationary point of
attachment to bore. This contradion can be
described using a vedor from the paint of insertion
to the point of attachment, abou which vertices are
displacal towards the static d@tadhment to bore.
Maximum displacement will occur at the muscle's
insertion into the skin, and no dsplacanent will
occur at the alges of the muscle's area of effed.
The aeaof effed for alinea muscle is defined by
an angle dou its centre point. Due to the dstrad
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Figure 1 Linear Muscle
Contraction

nature of linea muscle functions a surfaceis used
to trim muscular effeds that crossthe lip boundry.
This allows the independent control of the upper
and lower lip surfaces, important for the production
of visual speed pcstures (Sedion 22). Previously
Waters's muscle functions could na part the lips,
limiting their use in visual speed systems. Figure 1
demonstrates the dfea of linea muscle mntradion
upona mesh. Equation 1is used to determine the
displacament of an individual vertex dueto alinea
muscle @ntradion (k controls the scde of
deformation, other symbalsrefer to Figure 1).
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2.1.2 Sphincter Muscle Functions

Sphincter muscles consist of aring d parallel
muscle fibres which contrad in a manner similar to
the dosing d a drawstring bag. This form of
contradion causes tisale to collea abou the
centroid of the muscle aeding a daraderistic
bulging. Thisis $mulated within the model using a
parametric dlipsoid. Vertices within the dli psoid
are displacel towards its central paint (fig. 2). The
magnitude of displacement is dependant upon the
proximity of ead vertex to the cantre of the dli pse.
Equation 2is used to control the displacement of an
individual vertex due to a sphincter muscle
contradion (k controls the scde of deformation,
other symbalsrefer to Figure 2).
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The central areaof the dlipse is also shielded
from muscular contradions (for an area with a
radius equal to the semiminor axis of the dli pse) to
prevent vertices from colleding at the centre point
of the muscle. In red lips protrusion increases



Figure 2 Sphincter Muscle Contraction

towards the centre of the muscle, and so the inverse
of the displacement coefficient (d in equation 2 is
used to push vertices forward creaing a puckering
effed. Waters's origina sphincter muscle is two-
dimensional in nature and so must be modified, as
described, to alow for the puckering o thelips.

2.1.3  Muscular Interaction

Combinations of muscle function contradions
are used to produce individual expressons (bath
emotions and visemes) on the fadal mask. Where
muscle influences overlap, the combined influence
is cdculated as the simple summation o ead o
the individual displacaments. This cgptures the
antagonistic nature of fadal muscle. However, the
disadvantage to this approach is that it can result in
a disruption d the mask structure. In order to
compensate for this the magnitude of ead muscle
contradion is restricted, preventing combined
muscular influence from disfiguring the fada
mask.

2.1.4 Jaw Rotation

Jaw rotation is caused indiredly by the
contradion o muscles attached to the mandible
(jaw bore), which in turn rotates abou the
mandibular joint causing the skin of the fadal mask
to stretch and the mouth to open. Thisis smulated
using asimple function which varies the rotation o
the skin vertices within the jaw acording to their
proximity to the centre of the face The function
credes a smoothly curved open mouth shape, with
maximum rotation produwced at the centre of the
lower lip. In order to integrate jaw rotation with the
effed of muscular contradions it's effed is aso
treaded as muscular and is integrated with ather
muscle contradions as described in sedion 21.3.

2.2 Viseme Capture

For this reseach, visemes are used as the basic
units of visual speed. For our purposes, these units
are the etreme lip pasitions used in the
instantiation d basic auditory speed unts (in this
cae Engish phoremes). The same speed
clasdficdion is used as in the DECFace system
[Waters 1993. Fifty-six visemes (visual speed

postures, seefig. 5) are catured including silence
and pause speed postures. Each viseme is the
dired visual equivalent of aphoreme, yet nat every
phoreme is visually distinct. The best example of
this is the /p, b, m/ cluster for which the captured
visemes are visualy indistingushable. Eacd
viseme is captured by hand from observations of
red lips using the mntrol structures described in
sedion 21. All produced visemes are the result of
the interadion between twelve of the implemented
muscle functions (including jaw rotation). Table 1
shows the orrelation between muscle functions
andthe important lip dmensions which vary during
speed prodiction. It is this correlation d muscle-
level units to lip dmensions which allows the
relevant functions to be identified for speed.
Figure 7 shows the positioning d these muscle
functions onthe fadal mask.

Table 1 Correlation between implemented
geometric functions and lip dimensions

Function Dimension(s)
Obicularis Oris (sphincter) | increaseslip roundng,
reduces li p width,

increases lip protrusion
increases lip width

(left\right) Risorius
(linea)

(left\right) Depressor Labii | lowersthe bottom lip
(linea)

(left\right) Levator Labii
Superioris (linea)

raises the upper lip

(left\right) Zygomatic raises the lip corner
Major (linea)

(left\right) Trianguaris lowersthe lip corner
(linea)

Jaw Rotation mouth openness

2.2.1 Expression-Viseme Interaction

The muscle functions used for viseme cature
are not exclusive to the produwction d speed.
Several of the muscles identified are dso used to
cregde amotional fadal expresdons. Six emotions
are demonstrated by the system (fig. 4): sadness
fea, contempt, surprise, happiness and anger.
These have been identified as the six universal
emotions [Ekman 1973 as they have been
ohserved to cross cultural boundxries. The system
described is cgpable of prodiwcing more than six
expresgons, yet this st of six common emotionsis
enough to demonstrate  expresson-viseme
interadion. In order to produce epressve speet
the amotion and \iseme data must interad.
Interadion is produced by parameter blending
between the speed and expresson data sets (fig.
6). The relative dominance of ead fador is then
varied by weighting the respedive data set. This
allows a significent reduction in the data storage
required for expressve speed pcstures. Many
previous g/stems would reguire storage for 6x56
speed pastures to demonstrate the same caability
for expressve-visua speed. The aurrent system
only requires to store six expressons and fifty-six



visemes. The limitations of this approach lie in the
asamption d a nstant linea relationship
between the speedr and emotional aspeds of
human fadal expresson. Thisis not necessarily the
case for al expressonviseme mbinations.
However, certain combinations do produce good
results (for example, the cmbination o happiness
and vowel lip shape shown in Figure 6). More
consistent results may be produced by integrating
knowledge of speed production into the method d
expressornviseme interadion.

2.3 Speech Synchronous Animation

The system thus far described produces discrete
speed postures which dredly correlate to the
emotional and phomtic units within fadal
communicaion. Animation is produwced by
interpolating ketween key speed and expresson
targets, with ead frame within the sequence being
the result of interadion between the two fadors
(Sedion 22.1). The prodwction o speedr-
synchronows results relies upon an available
transcription o the speehr sample. Each
transcription was produwced using tods from the
MAD demonstrations [Wrigley 1999 within
MATLAB. Figure 8 shows an example trgjedory
from the utterance “One Five Zero Zero Six”.

3 Evaluation

In order to evaluate the quality of the speed
postures produwced, some informal perceptual
testing was performed. Initialy phoreme
utterances were cdegorised into eight visualy
distinct classes (table 2). An example utterancewas
constructed for eat class consisting d a silence-
viseme-sil ence sequence Twelve test subjeds were
subsequently asked to match visual classfications
to animations. The subjeds were dl native English
speekers with no forma training in lip-reading o
similar audio-visual techniques. Formal
experimental condtions were not implemented,
and so the following results can orly be considered
a guide to the quality of visual speed pcstures
produced by the system.

Table 2 Phonetic classification used for
perceptual testing

Categary Phoreme(s) | Example
a) /p,b,m/ pat

b) Iwl won

c) 1f v/ vet

d) /ageh,ih/ bat

e Jow/ boat

f) Irrx/ red

9) Jao/ bought
h) /sh,zh,z/ Z00

identification
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Figure 3 Confusion Matrix for the identification of
viseme utterances (a-h refer to the
categorisation found in table 2). The area of
each circle shows the percentage of
identifications. Correct identifications are marked
with a cross.

3.1 Results

Figure 3 shows a a@nfusion matrix [Massro
1999 of the results of the perceptual testing. Test
subjeds demonstrated varying competence d the
perceptua task, yet the results show a trend in the
quality of ead viseme utterance The dasses
/Ipbm/ and /fv/ ae most easly identified,
correlating to speed pcstures with little or no
internal mouth structures visible. The dasses /ow/,
Ir,rx/, and /sh,zh,z/ were poaly identified. These
highlight two problems with the airrent system.
Firstly, the internal mouth structures are dther of
poa quality (teeth) or norexistent (tongwe), and
seoondy, dired interpolation d viseme targets
does nat sufficiently model the mplexity of
speedr produwction. It is to be epeded that
interpalation will produce poa quality animation
becaise it does nat take into acourt the properties
of muscle tisauie. However, given the limitations of
the animation system, the results demonstrate that
high guality visual speed pastures are produced by
the muscle-model. All animations were reagnised
corredly some of the time, with a maximum
recogntion rate of 95% (/f,v/ and /p,b,m/) and a
minimum of 20% (/sh,zh,z/). These remgnition
rates are promising for future development of the
system. Comparisons with current systems (such as
Baldi [Cohen and Massro 1993) appea initialy
favourable. It is believed that with improved
modelling d the internal mouth structures and a
more detailed speed production mechanism
superior identification rates could be adieved.




4 Conclusions

This paper has demonstrated the adaptation o
geometric muscle functions [Waters 1987 1983
for the gplicaion d expressve visual-speed. The
advantage to such an approac is in the unificaion
of techniques for the aedion d expresson and
visua speed, and thus the simplificaion o
expressonspeed interadion. The system is e
as an ealy step in the evolution d models for
expresdve fadal communicaion. Where previous
methods have taken speed to be an orthogora
property to fadal expresson we have described an
intuitive method for interadion between these two
fadors. Further to this we have described a system
that is conceptualy linked to the biologicd basis of
fadal control within its use of muscle level control
parameters. It is proposed that the distinctions
between the mntrol mechanisms for visual-speed
and expresson will beame more dosely tied in
future systems and perhaps closer in function to the
red muscles that are observed in human fadal
control. These systems will ded with the overall
problem of human fadal communication, and so
avoid the problems inherent in layering dfferent
fadal control techniques.

5 Future Work

A number of problems are éther untackled or
insufficiently solved within the aurrent system.
Chiefly amongst these is the lac of any model for
coarticulation. As previously described
coarticulation is the result of articulatory context
upon speed, effedively the speed equivalent of
joined up tandwriting. Given the nature of the
model it would appea intuitive to encode the
physicd attributes of muscles at the geometric
function level. This would alow coarticulation to
be takled from a bottom-up perspedive, in
contrast to many current approaches which work at
either the viseme or speed-gesture level. It has
aso been previoudy mentioned that improved
internal mouth structures may produce superior
recogntion rates. This is true only for certain
classes of viseme, yet it can be seen from the
results (fig 3 that it is these open-mouthed speedt
postures which produced inferior recognition rates.
Future revisions of this work will i nclude amodel
of the tongwe to improve the quality of certain
open-mouthed visemes.

Further to these paints already mentioned there
are several elements mising, which belongin afull
visual speed system:

e Automatic synchronisation to remgnised

speed

e Text-to-visual-speedt (TTVS) cgoahility

. Inclusion d eye movements and adions

(such as blinks or winks) in animation

e A mode of the fadal substructure (skull
and muscular tissues)

e Geometric muscle functions for shee and
trianguar muscles (such as the
trianguaris), which ae  arrently
simulated using linear muscles.
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Fear

bought

Happiness Anger

Figure 4 The six universal emotions, as identified in Figure 5 Examples of captured visemes
[Ekman 1973]

Viseme /ah/ Happy /ah/ Expresson ‘Happiness

Figure 6 Example of expression-viseme interaction, weighted parameter blending is used to combine

the emotion ‘happy’ with the viseme /ah/

Triangularis Levator Labii Superioris
Depressor Labii Zygomatic Major
Obicularis Oris Risorius

Figure 7 Positioning of muscle functions used in the production of visual speech postures




Figure 8 Example lip trajectory for the sentence ‘one five zero...’




