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Abstract 
Static and dynamic realism are both important in 
computer facial animation. However, for embodied 
conversational agents in interfaces, and for agents or 
avatars in virtual environments, movement and behaviour 
are more important than photorealism. In this paper we 
summarise our work on two systems that feature aspects 
of this dynamic realism: coarticulation for visual speech 
and facial tissue deformation producing expressions and 
wrinkles. 

1 Introduction 
Cartoonists have always recognised that the behaviour of 
a character is more important than a photorealistic look. 
Roboticists also attend to this, and have even coined the 
term ‘uncanny valley’ [Mori70], as illustrated in Figure 
1. Assuming we can extend this to synthetic characters, 
we seem to be able to increase their human-like 
appearance up to a threshold beyond which the empathy 
decreases sharply and the character becomes ‘uncanny’. 
As the character becomes more human-like, the empathy 
returns. 

Research in virtual environments also supports this 
differentiation between behaviour and photorealism. 
Correct avatar gaze, over photorealism, improves 
immersive experience [Bail01, Bail04], as long as the 
character has a sufficient level of realism [Gara03]. In 
addition, Blascovitch et al [Blas02] argue that 
photographic realism is only important if it relates 
specifically to behavioural realism, e.g. recognisable 
eyebrows are needed in order to convey a frown. Also, 
Casaneuva and Blake [Casa01] found that co-presence 
was improved by using avatars with gestures and facial 
expressions. In contrast to others though, they also found 
that “more realistic avatars generated higher levels of co-
presence”. 

Considering these ideas in relation to facial animation, 
we suggest that the word ‘behaviour’ needs to be split 
into two parts: (i) the physical movement of the face; (ii) 
the character which the face is a part of. Thus lip shape, 
wrinkles and ‘wobbling fat’ are considered rather than 
whether or not the character behaves in a human-like 
way, showing some form of intelligence. Thus we are not 
focussing on such things as conversational mechanics 
(e.g. see [Sand00] or [Cass01]) or the correlation 
between the raising of the eyebrows and voice pitch 
[Cave96]. We know that speech perception is improved 
if natural visual movement accompanies it [Mass98, 
Mass00], that “static expressive faces are rated less 
attractive than moving expressive faces” [Knap02] and 
“during the computation of identity the human face 
recognition system integrates both types of information: 
individual non-rigid facial motion and individual facial 
form” [Knap03]. However, it could be argued that these 
three examples encapsulate aspects of AI in that natural 
facial gestures such as gaze and eyebrow movement are 
incorporated.  
We will describe two systems that we have developed 
that attend to aspects of movement realism. The first 
system is a pose-target approach to facial animation (e.g. 
see [Park72]) and the second system uses motion capture 
data. For the first system, described in section 2, we have 
developed a constrained optimisation approach to facial 
animation [Edge04a; Edge04c] (based on Witkin and 
Kass’s work on articulated body animation [Witk88]) 
that attends to the particular idiosyncracies of speech 
movement. Thus, the mouth moves in a realistic way. 
For the second system, we consider the way that the skin 
moves when making an expression. We use motion 
capture data to give realistic skin movement [Sanc03, 
Edge04b, Sanc04]. Since we use motion capture data, we 
get realistic pace of movement and correlation of 
movement in different areas of the face. On top of the 
motion capture data, we layer wrinkles in real-time 
[Sanc04] to enhance the observed effect of such 
movement. Section 3 will describe this. Finally, Section 
4 presents some conclusions. 

2 Visual Speech 
Perhaps the most important aspect of facial animation is 
visual speech, which has lagged behind progress in audio 
speech synthesis. Speech audio is often considered as a 
sequence of atomic units called phonemes. For each 
audio phoneme, a corresponding visual equivalent called 
a viseme can be used that capture an extreme variation in 
speech articulation – we only observe some of this 
articulatory system, e.g. lips. A typical approach to 
speech animation is then to interpolate between a 
sequence of visemes. However, a simple interpolation-
based approach is inadequate as it will not capture the 
natural variation in speech movements. The disparity 
between the atomic viseme-based representation of 
speech movements and natural articulation is referred to 
as coarticulation. 
In natural speech, the extent to which viseme ‘targets’ are 
met is directly affected by context. Thus the shape of the 

Figure 1: Emotional response against robot realism. 
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mouth for a particular phoneme is affected by preceding 
(e.g. boot vs. beet) and following (e.g. stew vs. stick – 
the lips are rounded when saying the /t/ of stew) 
phonemes. Essentially a viseme has an effect over a 
duration of the animation – its static appearance belies its 
dynamic influence. The standard approach to 
coarticulation for the pose-target approach to facial 
animation is to use dominance functions [Cohe93]. We 
have developed a new approach that uses constraint-
based animation [Edge04a; Edge04c]. 
In our work a viseme (or target or collection of 
parameters), is regarded as a distribution of vocal tract 
shapes. The ‘ideal’ viseme acts as a centre-of-mass 
within the distribution pulling the speech trajectory 

towards it – as we have already mentioned, coarticulation 
effects and speed of talking will usually mean that we do 
not make the ideal viseme shape with our mouth. Each 
target parameter is weighted in accordance with its 
relative dominance for a particular viseme. An ideal 
closed mouth shape is more likely to be met than an open 
mouth shape, and is something that we would notice 
visually. 
In order to generate viseme transitions for a given speech 
utterance we apply a technique similar to the spacetime 
constraints method used for articulated body animation 
[Witk88]. For a sequence of visemes, we optimise the 
distance between the speech trajectory and the ideal 
viseme centres subject to a set of constraints. The 

Figure 2: Varying parameters for an example trajectory through five visemes, represented as small open circles. (a) This 
demonstrates the effect of increasingly constraining parametric acceleration on the final speech trajectory (the dotted 
trajectory is most constrained, solid is least); this effectively dampens the motion preventing all targets (small open 
circles) from being met. (b) Decreasing the dominance of the fourth target reduces its effect over the trajectory (notice 
that this effect is exerted over several surrounding visemes). A combination of these two types of variable can be used to 
model basic speech coarticulation. 

Figure 3: Frames from an animation incorporating coarticulation. 
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parametric acceleration of the trajectory is limited to 
prevent visemes from being interpolated. As the 
trajectory is increasingly constrained visemes will be less 
well met, with highly dominant visemes exerting greatest 
influence over the final movement. Figure 2 illustrates 
this process, and Figure 3 shows some frames from an 
example animation1. 

3 Wrinkles 
For static synthetic faces, realistic skin rendering is 
usually achieved by using carefully created texture maps 
or photo textures. This works well, although significant 
improvements can be gained by using more realistic 
reflection models that attend to sub-surface scattering 
(see, for example, [Hanr93] or the imitative real-time 
approach of [Gree04]). Such texture maps can include 
wrinkles, giving a face a more weathered or experienced 
look. However, these do not capture the formation of 
wrinkles due to skin movement. 
We have developed a complete facial animation system 
that uses motion capture data (MoCap) to animate any 
synthesized face. The first stage is to capture the 
movement of a discrete set of markers on a real face. The 
second stage is to retarget this motion to deform a 
detailed target mesh representing a face This is achieved 
using radial basis functions and a surface-to-surface 
control technique called BIDS [Sanc04], which uses a 
Bezier-triangle surface spanning the set of motion 
capture points (as illustrated in Figure 4). 
Using MoCap to drive facial animation suffers from the 
sparseness of data captured about the face. Since only the 
positions of a discrete set of markers are captured, the 
fine tissue detail, such as wrinkling, is not included. A 
layering approach can be used to include such detail. In 
Sanchez et al [Sanc04], we construct a model that relates 
the wrinkling effects observed on a specific performer to 
the differential strain sustained by the facial tissue. Then, 
in a real-time process, as BIDS is used to deform a face 
mesh, we can evaluate the strain of the specific 
movement, e.g. an expression, and use the model to 
produce a normal map representing the wrinkles to layer 
on. Figure 5 illustrates deformation using BIDS without 
the wrinkle model. Figure 6 demonstrates how BIDS plus 
the wrinkle model improves the realism of the results2. 

4 Conclusions 
We have described two separate systems that attend to 
two different aspects of movement realism in computer 
facial animation. The first system models the realistic 
movement of the mouth in visual speech, capturing the 
coarticulation effects that lead to more natural-looking 
visual speech. The second system uses motion capture 
data and layers on wrinkling effects to increase the 
realism of observed facial expression movement. We 
have also used the motion capture system for visual 
speech [Sanc03, Edge04b], capturing phrases and words, 
                                                        
1 http://www.dcs.shef.ac.uk/~steve/HCI05/quotes.mpg 
2 http://www.dcs.shef.ac.uk/~steve/HCI05/v2mocap.mpg 

where we could argue that coarticulation is handled 
within individual dynamic units, although not between 
units. 
We have also commented on the need to attend to realism 
of facial movement. However, there seems to be no 
evidence as to how realistic facial movement such as 
correct mouth shape and wrinkles has to be. It may be 
that it is the overall character ‘behaviour’ that is more 
important than such facial movement. The character must 
be seen to react in an intelligent and human-like manner, 
e.g. gaze, eye blinks, lips ‘synchronised-enough’ with 
speech. Perhaps even a more-than-real conversational 
agent may be worth exploring, with exaggerated 
movements (as in cartoons), with overlaid graphics, e.g. 
speed lines, or some form of psychorealism as in 
Landreth’s Ryan (see [Robe04]) where the face is 
“augmented with growths that amplify his emotions” 
[Robe04]. 
 

Figure 5:The motion on the face on 
the left is transferred to the synthetic 

face on the right using BIDS. The skin 
on the synthetic face does not wrinkle. 

Figure 6: The motion on the faces on the left is 
transferred to the synthetic faces on the right using BIDS. 
A real-time strain analysis of the movement of the BIDS 

control surface is shown in the middle. This is used to add 
wrinkles to the synthetic face. 

Figure 4: The 
BIDs control 

surface formed 
by triangulating 

the motion 
capture markers. 

http://www.dcs.shef.ac.uk/~steve/HCI05/quotes.mpg
http://www.dcs.shef.ac.uk/~steve/HCI05/v2mocap.mpg
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